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ABSTRACT

RAJ U. GUPTA. Multi-Robot SLAM using particle filter. (Under the direction of DR. JAMES M. CONRAD)

Simultaneous Localization and Mapping (SLAM) is the conventional chicken and egg problem where a robot has to map the environment as well as localize itself in the newly created map simultaneously. One of the most used approaches to solving this problem is probabilistic robotics. Some of the most common SLAM solutions using probabilistic methods are Extended Kalman Filter, Sparse Extended Information Filter, and Particle Filter. Since single-robot SLAM is mostly a solved problem, researchers are focusing on multi-robot SLAM to improve the efficiency and speed of map exploration. Multi-robot SLAM can be used in tasks where collaboration can improve performance and create a more accurate map. Applications of multi-robot SLAM includes fire fighting in urban and forest areas, rescue and cleaning operations and underwater and space exploration. Most of the published multi-robot SLAM articles use robots equipped with a sensor to detect range and bearing. Range-only SLAM faces issues because it lacks bearing knowledge, which makes it difficult for the robot to create a transformation matrix needed for the robot to merge maps obtained from other robots. This research explores the problem of multi-robot SLAM using range sensors. A Received Signal Strength Indicator (RSSI) sensor can be used to detect the landmark and another robot. RSSI is a measure of power received from radio signals. Radio beacons can be used as landmarks which helps to remove the data association problem for landmarks as each radio beacons have unique media access control (MAC) address in the network. This thesis proposed an approach to multi-robot range-only SLAM using full particle method.
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CHAPTER 1: INTRODUCTION

One of the most important applications of robot navigation is path planning. Path planning algorithms are used to move a robot from one point to another in an effective manner. In order to move a robot from one point to another, it is also necessary for the robot to localize and find the exact location of itself on a global map. Robots cannot rely on odometry data only for localization since odometry is noisy and can lead to a false location of the robot. Hence, in order to get the exact location of the robot, various localization methods have been proposed and are already in use in industry.

Probabilistic robotics is one of the widely used approaches for the localization of robots. Extended Kalman Filter (EKF) [1], Sparse Extended Index Filter (SEIF) [2] and particle filter [3] are few of the famous approaches in probabilistic robotics [4]. These approaches find the position of a robot with some mean value and covariance along with the mean value. However, various changes are made in the environment for the practical application of these methods. For examples, magnetic strips or visual markers or barcodes [5] are used around robots for localization. The barcode, for example, can help in finding the exact location of the robot in the map if the location of the barcode is known on the map. These applications are possible in the industry but not in the places where a map of the environment is not known. In that case, a robot has to map an environment first and then use the map in the future to perform a task. One of the most frequently used approaches to solving this problem is Simultaneous Localization and mapping (SLAM).

SLAM is the problem of creating a map of the environment along with localizing itself in the created map. Robots use measurements from some unique feature in an
environment (known as a landmark) to create a map of an environment. Landmarks can be any unique feature like a wall, a table, a tree or any unique pattern in the environment. Landmarks are used not only to create a map of an environment but also to localize a robot. Odometry data received from a robot is used to *predict* the new location of a robot while measurement data is used to *update* the location of a robot. In order to map the environment, odometry data is used to predict the new location of a landmark and measurement data is used to update the location of a landmark. There are many articles on SLAM using a single robot [6]. However, some tasks require more than one robot. For example, Amazon robotics uses multiple Kiva robots to increase the speed of product delivery. In the same way coordination between robots can also be found helpful in exploring and creating a map of an unknown environment. This is known as multi-robot SLAM.

While implementing SLAM using a single robot is a difficult task, adding multiple robots to this concept creates more complexity to the implementation. The missions can be accomplished with multi-robot SLAM in a faster, however, it comes with various problems and complexity of implementation. SLAM algorithms using multiple robots are generally found to be more complex for practical implementation. It is also necessary for robots to have a common way of communication in order for multi-robot SLAM to be implemented in an efficient manner. There are many applications of multi-robot SLAM such as search and rescue, intruder detection, disaster management, forest cleanliness, and surveillance. Multi-robot SLAM requires robots to coordinate with each other to explore the environment efficiently.

Researchers have proposed different approaches to multi-robot SLAM using probabilistic methods [7]. Generally, sensors such as cameras are used for SLAM which gives range and bearing of landmarks and another robot. However, sensors like sonar, proximity and radio beacons provide only range data. SLAM implementations using range sensors are known as Range-only (RO) SLAM [8]. While there are many arti-
cles on multi-robot SLAM, very few researches have considered extending RO-SLAM to multi-robot level. RO-SLAM does not have the benefit of obtaining the bearing of landmarks or another robot, hence it becomes hard to find the relative distance and bearing between robots. This creates a problem of finding the transformation matrix for robots to merge the map obtained from another robot.

1.1 Radio Beacons

Radio beacons are omnidirectional. It emits signal whose strength reduces with distance in free space. There are different models to describe signal attenuation over distance. The general propagation model is the log-distance path loss model [9]. The logarithmic attenuation model is provided by log-distance path loss model which can be tuned to nearly any environment. The RSSI (in dBm) is given as:

\[ RSSI = 10n \log_{10}d + A \] (1.1)

where \( n, d \) and \( A \) are path-loss exponents, transmission distance and reference value which is RSSI at 1 meter from transmitter respectively. The distance between receiver and transmitter can be found using equation 1.1 as:

\[ d = 10^{\frac{RSSI - A}{10n}} \] (1.2)

The path loss exponent, \( n \) can be found for the environment by recording RSSI value at some known distance from the receiver.

1.2 Motivation

Most of the multi-robot SLAM solutions are achieved using sensors which can give both distances and bearing measurements [7]. Very few articles are published on the multi-robot range only SLAM. Dali in [10] proposed unique approach to multi-robot range only SLAM. However, Dali assumed that all robots have an inertial measurement unit (IMU) angle of magnetic north. This assumption helped Dali to solve the problem of obtaining the orientation of another robot during a rendezvous event. Practical implementation of multi-robot SLAM might not have pre-knowledge
of IMU angle for all robots.

Since range sensors do not provide information about bearing, it becomes hard to detect the relative position of another robot. Relative distance is important information for merging maps created by robots. Although range sensors have disadvantages that it lacks bearing measurement, few range sensors like radio beacons come with advantages which make it more likely to be used in SLAM.

Most of the proposed multi-robot SLAM implementations have a high computational cost. This computational cost is directly proportional to the number of landmarks. Radio beacons can solve this memory scaling problem by reducing the landmarks in the network to a finite number. Also, robots share the explored map to another robot during rendezvous, limiting the landmark reduces the data to be sent from one robot to another. Therefore, the bandwidth required for data transfer is reduced leading to an increase in performance time of robots.

Another advantage of using radio beacons is avoiding the data association problem of landmarks. Since each radio beacon has a unique network address, identification of radio beacon becomes easy. Hence the usage of radio beacons avoids complex algorithms like Nearest neighbor (NN) or Join Compatibility Branch and Bound (JCBB) which are used for identification of common landmarks while map merging.

Radio beacons also do not require line of sight like many other sensors for detection of a landmark. This helps in detection of landmarks without coming into the line of sight and also makes detection of another robot easier.

1.3 Objective

The main objective of this thesis is to implement multi-robot SLAM using range sensors like radio beacons to explore the map of the environment in less time. This implementation does not make any assumptions about the initial locations of landmarks or initial positions of robots. This implementation reduces the time required by robots to explore the environment. This implementation does not require any
common landmark between the robot's maps to merge the map explore by different robots. It is however assumed that all robots know the unique MAC address of each robot exploring the environment.

1.4 Contribution

This work provides a novel method of creating a map using multiple robots. The full particle filter is used for the detection of moving robots. Different robots create maps of their environments in their own reference frame and later share data during rendezvous. Maps in different reference frames are merged without having prior knowledge of robots location and without any help of bearing data. A simulation is built on MATLAB for the implementation of this algorithm. This implementation by simulation is tested with multiple robots without any common landmarks and also with common landmarks.

1.5 Organization

This thesis is organized into five chapters. The first chapter includes the introduction and motivation which is present here. The second chapter includes background on multi-robot SLAM. The third chapter includes a description of different methods of single-robot and the implementation of single-robot SLAM used in this paper. The fourth chapter describes various issues and methods of multi-robot SLAM. It also covers the novel approach performed in this work. The fifth chapter includes simulation of the work performed using MATLAB and the sixth chapter concludes the work performed in this thesis.
CHAPTER 2: RELATED WORK

2.1 Range-only SLAM

Extensive attention was given to wireless sensor systems (WSN) recently for robot navigation in an indoor environment because of easy deployment, low cost, and easy maintenance. Several authors focus on sensors which can measure both range and bearing of the landmark (e.g., laser [11] or camera [12]). Some implementation focuses on low-cost range sensors which can measure only the range of the landmark and not the bearing (e.g. beacons [13]). Ward [14] was first to propose the implementation of localization using only range sensors. The receiver used time of flight of the acoustic impulses to estimate the distance from the mobile unit. The system proved to have a localization error within 14 cm for a receiver at a distance within 1.2 m. Later, a more advanced system was proposed using a combination of ultrasound and RF technology [15].

In many proposed methods, the Received Signal Strength Indicator (RSSI) was used to estimate the distance. Various methods have been proposed to obtain range measurement from RSSI signals. One of the initial systems using RSSI model was implemented by Bahl [16]. In this paper pre-built maps using RSSI signals were used to find a better estimate of robot position. It becomes more difficult for a robot to localize using only range sensors if the map of the environment is unknown, which is the SLAM problem. This problem is more difficult when only range measuring sensors are used as compared to the range and bearing measuring sensors as it is difficult for robots to find the orientation of landmarks. However, recent advances in WSN have increased the usage of range-only SLAM. Kantor [13] presented a method to implement SLAM using beacons. Monte Carlo and Kalman filter techniques gave
a better estimate of the map. Leonard [17] used sonar as range-only data to localize the robot in the environment. Later, Leonard extended the paper [18] and used the Doppler effect of SONAR for implementing range-only SLAM underwater [19].

Samyak [20] presented a range-only SLAM using beacons. He proposed a unique implementation using particle filter where the location of landmarks are assumed to be independent of each other and robot position. This implementation was proved to outperform EKF SLAM based methods due to the non-gaussian noise generated by multipath. It was also shown that it can overcome negative information, unlike EKF SLAM. The multipath issue occurs because of the reflection of radio signals by the environment which leads to the same signal being received from different areas of the environment. This paper is an extension of Samyak’s work.

2.2 Multi-robot SLAM

Multi-robot SLAM requires robots to move in different parts of the environment independent of each other and map the environment. Using multiple robots help in exploring the map of the environment in less time. Since multi-robot SLAM requires the creation of a common map of the environment, it is important for robots to follow a similar standard of map creation.

Multi-robot SLAM was initiated with an Extended Kalman Filter (EKF) approach. Multi-robot SLAM is a simple extension of single-robot SLAM in case of EKF. Numerous papers have been published based on EKF such as cooperative EKF [11], distributed multi-robot SLAM [21], outdoor elevation mapping [12]. All of these implementations use sensors which can sense both the range and bearing of the landmark such as laser scanner or camera. However, the complexity of EKF grows quadratically in state space dimension. Hence, it is difficult to practically implement multi-robot SLAM using EKF.

Nettleton [22] proposed the Sparse Extended Information Filter (SEIF) approach to multi-robot SLAM. This approach seems to be an efficient solution in the space
dimension since creating a common map is just an addition of landmarks to the existing state vector. However, the algorithm proposed in this paper had a high computational cost. The map update was time logarithmic in the number of robots on the team. Hence, [23] enhanced this work and proposed a better approach to multi-robot SLAM using SEIF. Two primary issues were observed in SEIF; finding the relative poses and updating map and poses. The estimate of the relative pose can be found by detecting common feature using kdtree. Once the relative transformation is found, map data can be transformed into a global coordinate. Additivity and easy nature of fusion of landmarks is the key feature of multi-robot SLAM using SEIF. However, this implementation assumes that all noise follows a Gaussian distribution which might not always be a good model for sensor noise.

Thrun [24] proposed multi-robot SLAM using particle filter in 2001. This work was capable of handling multi-modal and Gaussian distributions. It used a laser scanner for map creation and scan matching for detecting robots. However, it assumed the initial pose of robots to be approximately known. Later, Howard [25, 26] extended this work in 2006 and proposed multi-robot SLAM using a Rao-Blackwellised particle filter (RBPF). This paper didn’t assume a known initial position of the robot. Howard was successfully able to merge the map of robots as well as solve the loop closure problem. Howard also used the laser for map creation and laser scan for map merging technique.

Kurazume [27] on the other hand proposed cooperative positioning system (CPS) for solving the SLAM problem. Tobata [28] extended CPS to multiple robots. Here, robots are divided into two categories known as parent and child robots. Parent robots have all sensors required to map the environment and detect another robot while child robots act as moving landmarks which helps parent robot to perform better localization. Since in CPS robots know the relative position of each other hence the cooperative mapping problem is reduced to mapping with known poses. In CPS, the child robots remain stationary and act as a landmark when the parent
robot is moving and then the parent robot remains stationary when the child robots are moving. This procedure continues until the target position has arrived.

As described above, numerous papers have been published on multi-robot SLAM using sensors which can sense both range and bearing. Most of the papers use a laser scanner for the implementation. However, each scan stores a large amount of data which contributes to the complexity of the algorithm. This complexity increases with the scan making multi-robot SLAM complex. Multi-robot SLAM using only range sensors can reduce the complexity. However, it is difficult to find the orientation of another robot using only range sensors. Hence multi-robot range-only SLAM becomes a difficult task, therefore, making it less popular. Recently, Dali [10] proposed multi-robot SLAM using only range sensors which reduces the need for extensive data storage, hence reducing the complexity of the algorithm. However, all robots were built with IMU sensors and it was assumed that all robots have the same magnetic north. Dali used node memory to store a map of one robot in a node and later that map can be transferred to another robot, whenever another robot explores that node. This increased the memory requirement at every node. This implementation can create a problem when a robot’s map data is huge as nodes require a large amount of memory to store the data.
CHAPTER 3: SINGLE-ROBOT SLAM

The SLAM problem arises when a robot navigates in an unknown environment without the knowledge of its pose. The only knowledge the robot posses are control inputs \((u_{0:t})\) and measurements \((z_{0:t})\). The term "Simultaneous Localization and Mapping" explains the problem which is mapping an unknown environment while simultaneously localizing the robot in this map. SLAM problem is harder than the problem of localization of the robot in a known environment. It is even more difficult than mapping the environment with known robot poses since the robot pose is to be estimated. There are two main forms of SLAM [29] :

1. Online SLAM: Online SLAM involves estimating the posterior of a map and the current position of the robot over given observations and controls. A probabilistic representation of Online SLAM is as follows :

\[
p(x_t, m | z_{1:t}, u_{0:t-1}) \tag{3.1}
\]

here \(x_t\) indicates current position of robot, \(m\) indicate the map, \(z_{1:t}\) and \(u_{0:t-1}\) indicates observation and control of a robot respectively from start time to current time.

2. Full SLAM: Full/Offline SLAM involves estimating the posterior of the entire path of the robot along with map over given observations and controls. A probabilistic representation of offline SLAM is as follows :

\[
p(x_{1:t}, m | z_{1:t}, u_{0:t-1}) \tag{3.2}
\]

here \(m\) indicate the map, \(x_t, z_{1:t}\) and \(u_{0:t-1}\) indicates robot poses, observation and control of robot respectively from start time to current time.
Figure 3.1: Graphical model of the online SLAM problem [4].

Figure 3.2: Graphical model of the Full SLAM [4].
3.1 SLAM Methods

SLAM can be differentiated based on sensor type or filtering methods used for implementation. Different sensors that can be used for the implementation of SLAM includes range sensors, or range and bearing sensors. Examples of range sensors include sonar and beacons which gives only range measurements of landmarks. SLAM implemented using range sensors are known as range-only SLAM. Examples of sensors with range and bearing include laser scanner or camera, which not only gives range data but also gives bearing towards landmarks. SLAM can also be distinguished based on filtering methods. This method differs by the way they handle the uncertainty when they identify a landmark. Kalman Filter, Extended Kalman Filter, Particle Filter are some of the examples of SLAM based on their filtering technique [20].

3.1.1 Kalman Filter

The Kalman filter creates a better state estimate of an unknown variable with a series of noisy measurements. A Kalman filter can be used in SLAM to estimate the map and pose of a robot with the help of controls and noisy sensor measurements. It has 2 steps: prediction and update. The prediction step is used to predict the state of an unknown variable with given control input and the update step is performed using a measurement. In SLAM, the prediction steps the kinematic model from a sensor and update step uses a measurement model from the sensor to detect landmarks. However, the Kalman filter assumes the noise to be zero-mean Gaussian and model to be linear.

3.1.2 Extended Kalman Filter

A Kalman filter assumes the model to be linear. Linear transformation of a Gaussian random variable is always a Gaussian. However, in the real world, it is not possible for all robots to have a linear model. Applying a nonlinear transformation to a Gaussian variable leads to a non-Gaussian distribution. This will cause the Kalman
filter to fail. Hence, various forms of the Kalman filter have been proposed, such as an Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF) and Hybrid Kalman Filter. The most widely used of all is the Extended Kalman Filter (EKF). EKF uses Taylor expansion for linearizing the non-linear model. Linearization of a function is obtained by finding the tangent to that function. This linearization allows the Gaussian distribution to be transformed into Gaussian.

3.1.3 Particle Filter

The particle filter is the nonparametric implementation of the Bayes Filter. The particle filter approximates the Bayes filter by sampling it into a number of discrete samples. One of the advantages of the particle filter is its ability to transform a Gaussian distribution from a non-linear model shown in Figure 3.4. The particle filters are found to be successful in robot localization where a robot has to localize in given global map [30]. Particle filters have also been proven successful in the kidnapped robot problem [31] where a robot is carried to an arbitrary location. The particle filter is successful in robot application because of two reasons. First is that it can be applied to any model that is probabilistic. Second is that it does not require
fixed computation time, in fact, its accuracy increases with time. The accuracy of the particle filter also depends on the number of particles. The Particle filter guarantees to provide a correct result for an infinite number of particles and also it is said that the accuracy of particle increase with the number of particles. The more particles the higher are the chances of particles getting converged at the right location.

particle filter consist of four tasks:

1. Propagate set of particles: Particles are propagated around the possible solutions of the state variable

2. Calculate state estimation: Estimation of the current state is calculated based on given values. In the case of localization, state estimation is performed with the help of control command. If a robot knows its previous state and the control command executed the robot can perform state estimation by applying control command to previous state also known as motion model.
3. Compute particle weight: Particle weight is calculated based on state estimation and observation. In the case of robot localization observation is used to determine the weight of the state estimation. Particles with state estimation close to observation get high weight.

4. Resampling: This is the most important step of the particle filter. Resampling transforms the particles while keeping the size unchanged. Particles are resampled based on their weights. Particles with higher weight get sampled more, while particles with lower weights are not sampled. Resampling can be related to the Darwinian idea of survival of the fittest. It forces the particles to move towards the observation posterior. There are different methods of resampling. Importance sampling and low variance sampling just to name few.

\textbf{Algorithm 1} The Particle Filter \((X_{t-1}, z_t, u_t) [29]\)

\begin{verbatim}
X_t = X_{t-1} = \emptyset
x_t \approx p(x_t|u_t, x_{t-1})
for m = 1 to M do
    w_t^{[m]} = p(z_t|x_t^{[m]})
    \hat{X}_t = \hat{X}_t + \langle X_t^{[m]}, w_t^{[m]} \rangle
end for
for m = 1 to M do
    draw i with probability \approx w_t^{[i]}
    add x_t^{[i]} to X_t
end for
return X_t
\end{verbatim}

Figure 3.5 demonstrates the localization of the robot on the global map. In this example, particles are used to represent the state variable which consists of robot pose. Figure 3.5(a) depicts the map of the environment with particles spread all over the robots as a robot can be anywhere on the map. Dots in the figure represent the state/particles of the robot. As a robot moves along this map, the measurement model is used to resample the state of the robot. As shown in Figure 3.5(b) bad particles die
Figure 3.5: Localization using particle filter. Figure (a) demonstrates particles being propagated everywhere uniformly. Figure (b) shows 3 clusters converged due to the symmetrical nature of the passage. Figure (c) shows particles being converged at one point after the robot encountered structurally unique features [20].
out after resampling as the weight assigned to those particles is low enough. As shown in Figure 3.5(b) particles are converged into 3 different areas due to the symmetry of the hallway. Once the robot moves inside a room into an environment which has structurally unique features, it is able to converge robot to a proper location in the global map.

3.2 Particle Filter SLAM

SLAM implementation of the particle filter uses the same core algorithm as described in Algorithm 1. Algorithm 2 represents SLAM using particle filter. Here every particle contains a map and poses of the robot counter to just pose of a robot as described in Algorithm 1. state vector for \(i^{th}\) particle is given as

\[
< x, y, \theta, x_1, y_1, x_2, y_2, x_3, y_3, \ldots \ldots x_n, y_n >
\]

where \(x, y, \theta\) represent pose of a robot and \(x_i, y_i\) represent coordinate of \(i^{th}\) landmark. Generally, the start of the robot is considered as \((0,0)\). Initially, particles are generated uniformly as shown in lines 1-4. The motion model is used to create a state estimation of state vector as shown in 6-10. Based on the observation, weights are assigned to particles as shown in line 11-14. Resampling is performed based on weights assigned as shown in lines 16-19. Particles with lower weight die off and hence a correct map of the environment is created.

3.3 Single-robot Range-only SLAM Implementation

Single-robot range-only SLAM is implemented using particle filter. This implementation is a small extension of [20]. In this implementation, it is assumed that the location of a landmark is independent of each other and also independent of robot pose. It is also assumed that robot pose is independent of all the landmark location. Each landmark location is represented with a unique set of particles and also robot position is represented with a different set of particles. Initially, particles for a robot are generated around \((0,0)\), and the start position of a robot is considered as global
Algorithm 2 Particle filter SLAM [20]

1: Initialization:
2: for $t = 1$ to number of particles do
3: $X_{(t)} = $ particles uniformly distributed
4: end for
5:
6: State estimation :
7: for $t = 1$ to number of particles do
8: $x_{t} \approx p(x_{t}, m|u_{t}, x_{t-1})$
9: end for
10:
11: Weight assignment:
12: for $t = 1$ to number of particles do
13: $w_{t} = p(m|X_{t}, Z_{t})$
14: end for
15:
16: Resampling
17: for $t = 1$ to $T$ do
18: draw $i$ with probability $\approx w_{t}^{[i]}$
19: add $x_{t}^{[i]}$ to $X_{t}$
20: end for
21: return $X_{t}$
Figure 3.6: Initial phase of single-robot range-only SLAM. Blue circles represent particles for a robot. Red, yellow and green circles represent particles for landmark 1, 2 and 3 respectively. Black circle with arrow mark inside it represent the real position of the robot and black dot represent the real location of the landmark.

(0,0) for the map. Since beacons only give range measurement from a landmark, particles for a landmark is initialized with a circular disk as shown in Figure 3.6. In Figure 3.6 particles for robot position is represented by blue circles. As one can see it is initialized at the global origin. As one can see the circular disk of particles is created for each range measurement received from beacons. Red, yellow and green circles represent particles for landmark 1, 2 and 3, respectively. The size of the disk can vary depending upon the implementation. Here size of the disk is considered to be 0.5 m.

For every iteration, robot pose is predicted with a motion model. Odometry is used here as a motion mode for state prediction. After the prediction step, observation is used to assign a weight to each particle. Depending upon observation for each landmark, weight is assigned to each particle. Weight is calculated based on the difference between the measured and predicted range. High weights are assigned to particles with measure range near to predicted range. Resampling was done using importance
Figure 3.7: Final phase of single-robot range-only SLAM. Blue circles represent particles for the robot. Red, yellow and green circles represent particles for landmark 1, 2 and 3 respectively. Black circle with arrow mark inside it represent a real position of the robot and the black dot represents the real location of the landmark.

Sampling. Resampling process was used to avoid particles with low weights. Figure 3.7 shows the final result of this method.

Trilateration/MultiLateration is used in order to localize a robot. Trilateration is defined as the method of finding the absolute or relative location of a point using range measurements from 3 different points with the help of circular geometry. The multilateration is defined as the use of more than 3 measurements for the same approach.

Trilateration/Multilateration uses the distance between the robot and the beacons. Hence it requires a minimum of 3 beacons to get 3 measurement reading. Trilateration uses the distance to each converged landmark particles to get the estimation of robot location and assign weight accordingly. Figure 3.8 depicts a case of trilateration with
Figure 3.8: Trilateration used to localize robot with the help of converged landmarks.

an estimation of distance error where the estimation of distance error is because of noisy measurement.

Combination of the particle filter with trilateration enhances the prediction of the pose of the robot. It was observed that the convergence error range from .1 m to .5 m for landmark and robot particles.

Algorithm 3 shows the algorithm used for the implementation. Particle sets $X_1$ to $X_N$ represent the N landmarks and particle set $X_{N+1}$ represent the robot. Landmarks are uniformly initialized with observed range data in lines 3-8. Lines 10-12 represent the initialization of robot around the origin as the robot start point is considered as an origin for a global coordinate. State estimation is updated with motion model as shown in lines 15-17. Lines 21-43 represent the weight assignment and resampling for each particle set. Weights are assigned to particles of landmark based on the received range measurement. The difference between each particle of one set and mean of the particle set $X[N+1]$ give the expected range measurement for each particle. This expected range measurement is subtracted from measured range to get weight $w_t^{[n]}$ for each particle of the landmark. Particles are resampled based on weights assigned to each particle. This step is performed for each set of particles representing landmarks. Lines 21-25 represent the weight assignment process and lines 26-28 represent the resampling process. Robot particles are updated only when
**Algorithm 3** Single-robot range-only SLAM implementation

1: Initialization:
2: Landmarks:
3: for $n = 1$ to number of landmarks do
4:   for $t = 1$ to number of particles do
5:     $X_{(t)(n)}$ = particles uniformly distributed
6:     $\tilde{X}_{(t)(n)} = \emptyset$
7:   end for
8: end for
9: Robot:
10: for $t = 1$ to number of particles do
11:   $X_{(t)(N+1)}$ = particles at the origin
12: end for
13: State estimation Step:
14: for $t = 1$ to number of particles do
15:   $x_{t}^{[N+1]} \approx p(x_{t}|u_{t}, x_{t-1}^{[N+1]})$
16: end for
17: Weight assignment and resampling Step:
18: Landmarks:
19: for $n = 1$ to number of landmarks do
20:   for $t = 1$ to number of particles do
21:     $w_{t}^{[n]} = p(z_{t}|X_{t}^{[n]}, \text{mean}(X_{t}^{[N+1]}))$
22:     $\tilde{X}_{t}^{[n]} = \tilde{X}_{t}^{[n]} + <X_{t}^{[n]}, w_{t}^{[n]}>$
23:   end for
24:   for $t = 1$ to $T$ do
25:     draw $i$ with probability $\approx w_{t}^{[i]}$
26:     add $x_{t}^{[i]}$ to $X_{t}^{[n]}$
27: end for
28: end for
29: return $X_{t}^{[1:N]}$
30: Robot:
31: if (3 landmarks converged) then
32:   for $t = 1$ to number of particles do
33:     $w_{t}^{[n]} = p(z_{t}|X_{t}^{[N+1]}, \text{mean}(X_{t}^{[n]}))$
34:     $\tilde{X}_{t}^{[N+1]} = \tilde{X}_{t}^{[N+1]} + <X_{t}^{[N+1]}, w_{t}^{[n]}>$
35:   end for
36: end if
37: for $t = 1$ to $T$ do
38:   draw $i$ with probability $\approx w_{t}^{[i]}$
39:   add $x_{t}^{[i]}$ to $X_{t}^{[N+1]}$
40: end for
41: return $X_{t}^{[N+1]}$
three or more landmarks are converged. Lines 33-37 depicts the weight assignment process for particles of robot pose. In the case of robot pose weight assignment, mean of converged landmark particles are subtracted from each particle of robots position to get the error of robot position with respect to each landmark. This error is added to get the total error. Maximum error corresponds to lower weight and vice versa. Once the weights are assigned to each particle of robot pose, robot particles are resampled as shown in lines 39-43.

This implementation has higher computation cost and it scales with the number of landmarks. However, since the number of landmarks is limited in this implementation, its computation cost was found to be better than other approaches which use both range and bearing for example feature based SLAM.
CHAPTER 4: MULTI-ROBOT SLAM

Multi-robot systems are found to be useful in many complex exploration task and other applications. Multi-robot systems have proven to be quicker and more accurate with regards to the mapping of an environment [32]. In some cases, there is a need for a multi-robot system to accomplish a task. For instance, without the assistance from different robots, a solitary robot might be helpless against an unfriendly domain or adversaries, such as in some military activities or investigating an insecure structure. In a few different applications, a robot may get help from another close-by robot during an emergency, for example, during failures or malfunctions [33].

Multi-robot SLAM is found to be more efficient in the exploration of an unknown environment [7]. In some cases like huge environments, usage of multiple robots can reduce the time of exploration. It was also found to be useful in decreasing the convergence error of landmark location. Multi-robot SLAM using two robots can be formulated as:

\[
p(x^a_{1:t}, x^b_{1:t}, m|z^a_{1:t}, u^a_{0:t-1}, x^a_0, z^b_{1:t}, u^b_{0:t-1}, x^b_0)
\]

where \(x^a_{1:t}, z^a_{1:t}\) and \(u^a_{0:t-1}\) denotes position observation, and control command of robot \(a\) respectively. Here \(x^b_{1:t}, z^b_{1:t}\) and \(u^b_{0:t-1}\) denotes position, observation, and control command of robot \(b\) respectively. Here \(m\) denotes the map of environment, and \(x^a_0\) and \(x^b_0\) denote the initial position of robot \(a\) and robot \(b\), respectively. Applications of multi-robot SLAM include rescue, museum guidance, restaurant servant and surveillance [34]. Multi-robot SLAM is advantageous as tasks can be divided among many robots but at the same time, it has various issues.
4.1 Multi-robot SLAM issues

While multi-robot SLAM has many advantages, it also has various issues and complexities. Following are many known issues [7, 35] in multi-robot SLAM:

4.1.1 Robot Pose Estimation

It is necessary for robots to know the coordinate transformation [36] between the detected robot’s reference frame and its own reference frame for it to merge the map transferred by the detected robot. If the initial location of robots with respect to some global reference frame is known then this problem is solved [37, 24]. However, in practical applications robots do not always know their relative position at the initial stage. The relative position of robots can be found for robots with unknown initial location [38, 39], but it depends on how accurate the sensors are. Measured relative distance and bearing can have a noise which will lead to inaccurate map merging.
4.1.2 Robot Rendezvous

If the initial position of robots is unknown then robots are obliged to meet each other in order to find the transformation matrix and create a common map. In a real-time system, there can be a possibility that robots never meet each other. Hence, there should be a mechanism by which robots can meet each other while exploring an unknown environment [40, 41].

4.1.3 Coordination Exploration

One of the main reasons for moving from single-robot SLAM to multi-robot SLAM is efficiency in the exploration of an environment. To increase the efficiency of map exploration, it is important for robots to navigate to an unexplored area rather than all robots exploring the same area. This includes robots to have knowledge of their relative position and coordinate to move to feasible frontiers for map exploration [40, 42, 43] where frontiers are the extreme of a map which is unexplored at the opposite end [44, 45].

4.1.4 Map Merging

As robots always create a map in their own reference frame, merging two maps in the different reference frame is not an easy task. Various techniques have been proposed for merging maps with different reference frames [46, 41]. However, it is important for the map to be merged with proper alignment because if the map is not merged in proper alignment, then it will create the wrong estimation of the environment. In order to avoid such issues, consistent representation of the map is required. Also, it is important to find duplicate landmarks across the map while merging [38].

4.1.5 Limited Communication

Multi-robot SLAM can be implemented using a centralized system or a distributed system. If the system is centralized, then there is a problem that robots are restricted
to relocate only within the area of communication with the centralized system. Also, if the centralized system communication crashes then the whole system crashes. In case of a distributed system, robots can share information whenever rendezvous occurs but if the rendezvous was after a long time then there is a large information which has to be transferred between robots. This volume of information needs high bandwidth, and this can create a problem during communication [36].

4.1.6 Complexity and Memory Requirement

It is necessary to design an algorithm which is scalable with respect to the number of robots. If the complexity of the algorithm increases with an increasing number of robots then there arise issues while including new robots for exploring a large environment. It is also required that the algorithm should also be capable of solving SLAM in real time.

4.1.7 Intrinsically Dynamic Environment

Constantly changing environments can also create problems as two robots passing through the same area will see different features. This will create a problem later on while map merging or integrating data from one robot to another [47].

4.1.8 Heterogeneous Robots and Sensors

Different kind of robots has different capabilities. The quadcopter can see the environment in a way that a land robot cannot and vice verse. Hence, multi-robot SLAM will be more effective if different robots having different capabilities and sensors are able to cooperatively explore and map the environment. Wurm [48] and Michael [49] has demonstrated a good example of map exploration with heterogeneous robots.

4.1.9 Synchronization

For any machine to communicate with each other it is important that the clock is synchronized between the robots. Synchronization can be done online or offline. Time synchronization by Chroy is a suitable choice. One of the examples of online
Synchronization by Chrony is Network Time Protocol (NTP) which is also used in ROS. In case of offline time synchronization, time can be inserted on a regular basis.

4.1.10 Performance Measurement

It is difficult to measure the performance of the map created by robots as the exact map of the environment is not known and also it is hard to detect correctness of the trajectory of robots.

4.2 Multi-robot SLAM methods

Multi-robot SLAM can be implemented in different ways. All the robots need to coordinate with each other in order to create a common map. This coordination can be done in a centralized server or each robot can coordinate independently. Depending upon how robots coordinate multi-robot SLAM can be divided into 2 types; Centralized and Distributed

4.2.1 Centralized

In this implementation, there is a centralized server where each robot sends data and hence create a common map [11, 50]. A centralized system is responsible for receiving data from all robots and creating a common map out of it. There are chances of high space and time computation in centralize system as a huge amount of data will be sent to a centralized system. It requires high bandwidth in order to receive all the information from robots. The highly complex task might be impossible becomes it requires a continuous transfer of huge data and keeping track of all robots position in the global map. Centralize system can also fail if the central system responsible for all operation crashes.

Centralize robots also have some advantages. The map can be explored effectively with the help of centralized systems. The centralized system can command robots to navigate to the unexplored area, thus exploring the environment in an inefficient manner. It reduces the chances of robots navigating to already known location.
4.2.2 Decentralized

A decentralized system can be viewed as similar to insects, which don’t have a specialist that controls the entire framework and the behavior of each robot is independent of other [51]. Decentralized design can be completely dispersed in which all robots are equivalent as for control, or various leveled, in which they are privately concentrated. Some of the decentralized systems are explained in [52, 53, 54]. There is a constraint of the nearest neighbor in the communication of distributed systems. Decentralize system is more reliable and robust since each robot just provides local sub-map. One of the advantages of a distributed system is that the failure of one robot will not affect the whole system.

The distributed robot can be implemented in different ways. EKF, SEIF and particle filter are some of the famous approaches to multi-robot SLAM. Multi-robot SLAM using EKF requires to find the transformation matrix between two different reference frame and merging the map accordingly. SEIF is simple in terms of implementation of multi-robot SLAM as the addition of landmark from another robot is an additive process. However, both approaches assume Gaussian noise distribution.

4.3 Multi-robot SLAM using particle filter

Recently, the various approach have been proposed on multi-robot SLAM using particle filter. Multi-robot SLAM using particle have been found to be an efficient approach as it does not assume Gaussian distribution either does it assume linear model. Implementation of multi-robot SLAM using particle filter can be distinguished into 4 sections based on the assumptions:

4.3.1 Known Initial Position

The simplest approach assumes that the initial pose of robots is known to each other [37, 11]. This solves the problems of robot estimation. Hence the multi-robot SLAM becomes easier as the traces from different robots can be treated as the sensor
Let $x^a_{1:t}$ indicates trajectory of robot $a$, $z^a_{1:t}$ indicates the corresponding observation and $u^a_{0:t−1}$ indicates the corresponding control commands. Let $x^b_{1:t}$ indicates trajectory of robot $b$, $z^b_{1:t}$ indicates the corresponding observation and $u^b_{0:t−1}$ indicates the corresponding control commands. Multi-Robot SLAM can be formulated as

$$
p(x^a_{1:t}, x^b_{1:t}, m|z^a_{1:t}; u^a_{0:t−1}, x^a_0, z^b_{1:t}; u^b_{0:t−1}, x^b_0) =
p(x^a_{1:t}, x^b_{1:t}|z^a_{1:t}; u^a_{0:t−1}, x^a_0, z^b_{1:t}; u^b_{0:t−1}, x^b_0) 	imes
p(m|z^a_{1:t}, u^a_{0:t−1}, x^a_0, z^b_{1:t}, u^b_{0:t−1}, x^b_0, x^a_{1:t}, x^b_{1:t})$$

(4.1)

$$
p(x^a_{1:t}, x^b_{1:t}, m|z^a_{1:t}; u^a_{0:t−1}, x^a_0, z^b_{1:t}; u^b_{0:t−1}, x^b_0) =
p(m|z^a_{1:t}, z^b_{1:t}, x^a_{1:t}, x^b_{1:t}) 	imes
p(x^a_{1:t}, z^a_{1:t}; x^a_0) 	imes
p(x^b_{1:t}, z^b_{1:t}; u^b_{0:t−1}, x^b_0)$$

(4.2)

Here $p(m|z^a_{1:t}, z^b_{1:t}, x^a_{1:t}; x^b_{1:t})$ indicate map distribution while $p(x^a_{1:t}, z^a_{1:t}; u^a_{0:t−1}, x^a_0) 	imes
p(x^b_{1:t}, z^b_{1:t}; u^b_{0:t−1}, x^b_0)$ indicates distribution over the trajectory of robot. This is assuming that the trajectory of robots and initial position of the robots are independent of each other. State of the particles are represented as $<x^a(i), x^b(i), m(i), w(i)>$.

Since the initial pose is assumed to be known the only problem remains here is finding the transformation matrix and creating a common map of the environment. In [37, 55] feature based multi-robot SLAM is demonstrated with known initial positions. The particle filter is used to estimate the pose of robots and EKF is used to estimate landmarks location. Hence, all the particles contain different EKF estimation of landmarks. Each particle is used for updating a single global map. Prediction and update step is performed for each robot while weight is calculated by multiplying each term in a single robot SLAM. Kai in [37] came up with real data experiment and concluded that convergence error from multi-robot slam is 0.5 m while that from single robot SLAM is 0.7 m.
4.3.2 Rendezvous

In this approach, robots do not know the initial position of each other but it is assumed that robots will meet each other at some point [38, 39]. In this approach, each robot creates map independently and then they share information and create a common map at the event of rendezvous. There are two disadvantages of this method, one is that the map will never merge if robots never meet each, while other is that if robots are moving along the same trajectory then it will not be detected and there will be no use of multi-robot SLAM. Since robot’s relative position is not known hence there are three problems in this approach:

1. Finding relative position: The relative position of robots can be found by different sensors. Howard [26] has used a laser scanner as a sensor for robots. In [36] robots are equipped with laser tilt camera which helps them to measure the relative distance between robots along with their relative uncertainty. In [56] 3D camera is used as a sensor for detection of landmarks as well as for detection of another robot.
2. Finding the transformation matrix: Zhou [38] has come up with an approach of finding the transformation matrix to represent all landmark and robot position from the robot’s local coordinate frame to the global coordinate frame.

3. Merging map: Once robots have received all the data and transformation matrix has been calculated, data can be incorporated as if it was sensor and odometry data of its own. Carlone [36] has demonstrated this approach with two robots. Howard [26] has come up with online multi-robot SLAM using particle filter. Howard firstly explained it’s approach with known initial poses and later on about unknown relative pose estimate of robots. According to Howard, multi-robot SLAM with unknown initial position can be stated as

\[
p(x_{1:t}^a, x_{1:t}^b, m|z_{1:t}^a, u_{0:t1}^a, x_0^a, z_{1:t}^b, u_{0:t1}^b, \Delta_b^s) = \\
p(m|x_{1:t}^a, z_{1:t}^a, x_{1:s1}^b, z_{1:s1}^b, x_{s+1:t}^b, z_{s+1:t}^b) \\
\times p(x_{1:t}^a|z_{1:t}^a, u_{0:t1}^a, x_0^a) \times p(x_{1:s1}^b|z_{1:s1}^b, u_{0:s1}^b, x_s^b, \Delta_b^s) \\
\times p(x_{s+1:t}^b|z_{s+1:t}^b, u_{s+1:t}^b, x_s^b, \Delta_b^s)
\]

(4.3)

where \(\Delta_b^s\) denotes transformation from robot b co-ordinate frame to robot a co-ordinate frame and \(s\) is the time of rendezvous. Here robot b’s data is divided into two sections known as a casual and an acasual instance. Casual instance defines the particle after rendezvous time while an acasual instance indicates particles before rendezvous time. Here, old data from robot b is processed at the same time as the recent data from robot a. All three particles are used at the same time to update the single map. Since data from another robot is incorporated along with the map exploration and hence, this method is known as online SLAM algorithm. One of the drawbacks of this algorithm is that it takes \(O(nm)\) time each cycle where \(n\) is the number of robots and \(m\) is the number of particles because of the fact that the observations (old or new) are processed at the same time. Another drawback of this algorithm is latency. Suppose robot c
meet robot $b$ at time $t=p$. It will take $2 \times s - p$ time for processing data from robot $c$ which is a huge time. In the worst case, latency can be $(n-1) \times t$ where $n$ is the number of robots.

4.3.3 Location Hypothesis

In this method, it is not assumed that robots will meet each other at some point. In this approach, robots start with unknown initial location but as soon as robots come under a communication range, they start sharing sensor data to create a hypothesis of their relative location [40, 41]. This approach solved the coordination exploration problem of SLAM. Additionally, to this, there is one more practical approach but this approach will fail if robots never come in contact with each other. In this approach, once a hypothesis is made, it is necessary to verify the hypothesis. This verification is done with the help of a rendezvous event. If this rendezvous event fails then robots continue to explore the map individually and create a new hypothesis of their relative location. Once a hypothesis is verified then the transformation matrix is found and the map is merged by exchanging data as explained before.

In [40] Fox has demonstrated this coordination exploration of robots. Fox has not only used this hypothesis approach to approximate the relative location but also came up with an efficient environment exploration strategy. Fox formed a cluster of robots whenever robots meet each other. It is assumed that robots can communicate within a cluster and can share data with each other. Cluster size increases with robots. Robots are not added in the cluster until and unless the position of the robot is predicted exactly. Robots in a cluster share a map, and position of all robots in a shared map is known. To verify the position of the recently explored robot, one of the robots in the cluster is sent to the detected robot position and the position is verified. A robot is added in a cluster only after verifying the position. Laser scanner and marker on the robot is used to identify the robot. In order to explore the environment in a more efficient manner, Fox came up with a cost and utility function. The cost is found
by the minimum cost path between frontier and robot. In case of a robot moving towards a hypothesis, the cost is found by finding the minimum cost path between robot and meeting point plus the cost of whether two robots will meet or not. The utilities is given by the expected area a robot will explore at that frontier. If the target is hypothesis then the utility is given by the expected utility of meeting robot. The decision of moving the robot towards hypothesis or frontier is done depending upon the expected utility and cost. Cost should be low and utility should be high for the task to be assigned to the robot. Once pairwise utilities and cost are found, the linear solver is used for finding the optimal target for all robots. It is usually observed that the robot moves towards hypothesis only if the cost of moving to that position is less and utility is high. This makes sure that the environment is explored in a more efficient manner.

4.4 Implementation

In the implementation of multi-robot SLAM, a single robot explores the map by Algorithm 3. Different particle sets are used to represent landmarks and robots. All robots explore the map of the environment independent of each other. This paper does not assume any prior knowledge of robots positions with respect to each other. It is assumed that the robot rendezvous event will occur in this implementation. In this implementation, each robot has its own reference frame. Here, each robot is equipped with beacon sensors. All robots know the unique IDs of all the robots exploring the environment. Since robot’s start point is considered as (0,0) for both hence both robots have their own global reference frame.

This implementation is tested in MATLAB simulation. 40×40\text{m}^2 area of the environment was selected to explore the map of the environment. The maximum distance by which a robot can detect a beacon is 10 m. Each robot has a range of 10 m to detect the landmark. Hence in order for a robot to detect each other without any common landmark there should be a distance of more than 10 m between detected
robot and the landmark explored by another robot. This addition of 10 m for the distance between landmark and robot and detected robot shows that having a $40 \times 40 m^2$ of environment can be used to explore the environment in an efficient manner.

The robot rendezvous event is used to merge the map of the environment. During robot rendezvous, each robot propagates particle for another robot in the ring of radius equal to the range measurement received by the robot. Once the particle is propagated, a detected robot is localized by updating particle using control command and then resampling by the help range measurement between self-robot and detected robot. Common landmark if there is any is also used to localize the detected robot. Once localized, the map is received from the detected robot and the transformation matrix is applied to merge the map.

![Figure 4.3: Rendezvous event between robot a and robot b. robot a detect robot b and propogate ring of particles. Brown circle indicates particles for robot b. Blue circle indicates particles for robot a. Yellow, green and red circles indicate particles of landmarks explored by robot a.](image)

Let us consider two robots robot a and robot b for detail explanation of the algorithm. Whenever a robot rendezvous event occurs, a circular set of particles are
created for the detected robot as shown in Figure 4.3. Here, blue circles denote particles for robot a and brown circles denote particles for robot b. Let us consider one side for better explanation. As shown in Figure 4.3 particles are propagated in ring shape around robot a with the help of range measurement received from sensor. Once robot b is detected, landmark IDs are shared between robot a and robot b. If there is any common landmark, then range measurement between common landmarks and robot b is used to converge particles of robot b. Apart from common landmark, robot a also receives control command from robot b and apply motion model to all particles of robot b. This particles are later updated by assigning weight based on the range measurement received and expected range measurement between robot a and robot b. This weights are used to resample the particles of robot b. Particles are resmaple till the x, y position of the robot is below 0.3 m variance and the orientation of the robot is below 0.1°. The reason for this selection was to reduce the error while transferring data from one robot to another. In this way robot b is localized in robot a global map. Robot b is considered to be localized once particle for robot b are below a threshold point. Once robot b is localized, robot a receives data from robot b which is the pose of robot b in global reference frame of robot b and particles of landmark in robot b global reference frame.

Once data is received from robot b, robot a transform data from global robot b reference frame to global robot a reference frame. This is performed by transforming map from global robot b reference frame to local robot b reference frame and then from local robot b reference frame to global robot a reference frame.

Pose of robot b in global reference frame of robot b is used to find the transformation matrix from Global B reference frame to local B reference frame. The position of robot b in global robot a reference frame is used to find transformation matrix from local robot b reference frame to global robot a reference frame. Once the transformation matrix is found then this matrix is applied to each particles of landmarks in robot b
global reference frame to transform it to robot a global reference frame.

4.4.1 Transformation

Transformation of a point from one coordinate frame to another requires it to not only translate but also rotate depending on the destination reference frame. Let’s take two reference frames; A and B as shown in Figure 4.4.

Figure 4.4: Transforming data from reference frame A to reference frame B

Here a point in reference frame A will have a different coordinate in reference frame B. The reference frame A and B differ by both rotation and translation. The transformation matrix can be calculated to transform data from A to B ($M_{AB}$) in two steps; finding transformation matrix to transform from reference frame A to reference frame C ($M_{AC}$) and then transformation matrix to transform data from reference frame C to reference frame B ($M_{CB}$). Transforming data from reference frame A to C involves rotating reference frame by $180^\circ$ anticlockwise. The rotation matrix is given as:

$$
\text{rotationMatrix} = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 0 \\
\sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 1
\end{bmatrix}
$$

(4.4)

Hence $M_{AC}$ is given as:

Now transformation from reference frame C to A is a translation by 4 unit along x and 1 unit along y. Translation matrix is given as:

\[
\text{translationMatrix} = \begin{vmatrix}
1 & 0 & -t_x \\
0 & 1 & -t_y \\
0 & 0 & 1
\end{vmatrix}
\]

where \( t_x \) and \( t_y \) are unit shift along x and y respectively. Hence \( M_{CB} \) is given as:

\[
M_{CB} = \begin{vmatrix}
1 & 0 & -1 \\
0 & 1 & -4 \\
0 & 0 & 1
\end{vmatrix}
\]

Combining these two gives \( M_{AB} \) as:

\[
M_{AB} = M_{AC} \times M_{CB}
\]

4.4.2 Flowchart

Figure 4.5 shows the flowchart of the implementation.
Figure 4.5: Flowchart describing the implementation of multi-robot SLAM
4.4.3 Algorithm

Independently each robot executes Algorithm 3 to explore the map of the environment. Algorithm 4 shows the algorithm used to implement the multi-robot SLAM. Once rendezvous occurs, robot ID is added to detectedrobotID (line 3) and particles are initialized for the detected robot as shown in lines 4-7. The robot sends and receives all the landmark IDs known to the robot. The robot receives a control command from the detected robot (line 13) and predicts the position of particles of robots as shown in Lines 14-16. The robot finds the predicted range measurement between the mean of the particles of its position and detected robot particles. This prediction is subtracted by the measured data to find the weight. This weight is assigned to each particle of the detected robot and later used for resampling. Lines 18-25 depict the weight assignment and resampling of the detected robot with the help of robot range measurement. The robot also uses range measurement from a common landmark to update the particles of the robot. The robot receives a range measurement between detected robot and common landmark from detected robot. Lines 27-34 shows how range measurement received from a detected robot is used to update the particles of a detected robot. If a detected robot is converged then robot receives the number of landmarks detected robot have and transform data for all the non-common landmarks.

Algorithm 5 shows the algorithm used to transform the data. Let there be two robots robot a and robot b. Let’s consider side of robot a. In this algorithm, robotPose is the pose of robot b in robot b global reference frame and teamRobotPose is pose of robot b in robot a global reference frame. First robot a transform the landmark coordinate from robot b global reference frame to robot b local reference frame. Line 3 shows the transnational matrix used and Line 5 shows the rotational matrix for coordinate frame transformation from robot b global reference frame to robot b local reference frame. Final transformation matrix is found by multiplying rotational matrix to
Algorithm 4 Multi-robot range-only SLAM implementation

1: if (!detectedRobotID.empty()) then
2:   if (new robot is detected) then
3:     detectedRobotID = [detectedRobotID, newRobotID]
4: Initialization
5:   for t = 1 to number of particles do
6:     \( X_{(t)}(N + 1 + length(detectedRobotID)) = \) particles distributed
7: end for
8: receive landmark IDs from detected robot
9: send landmark IDs to detected robot
10: end if
11: for i = 1 to length(detectedRobotID) do
12: Prediction
13:   receive control command \( (u_t) \) for detectedRobotID[i]
14:   for t = 1 to number of particles do
15:     \( x_t^{[N+1+i]} \approx p(x_t^{[N+1+i]} | u_t, x_t^{[N+1+i]}_{t-1}) \)
16: end for
17: Weight Assignment and Resampling
18:   for t = 1 to number of particles do
19:     \( w_t^{[N+1+i]} = p(z_t | X_t^{[N+1+i]}, mean(X_t^{[N+1+i]})) \)
20:     \( \hat{X}_t^{[N+1+i]} = X_t^{[N+1+i]} + < X_t^{[N+1+i]}, w_t^{[N+1+i]} > \)
21: end for
22: for t = 1 to T do
23:   draw i with probability \( \approx w_t^{[i]} \)
24:   add \( x_t^{[i]} \) to \( X_t^{[n]} \)
25: end for
26: if (common Landmark) then
27:   receive range measurement from detectedRobotID[i] to landmark
28:   for t = 1 to number of particles do
29:     \( \hat{X}_t^{[N+1+i]} = \hat{X}_t^{[N+1+i]} + < X_t^{[N+1+i]}, w_t^{[n]} > \)
30:   end for
31:   for t = 1 to T do
32:     draw i with probability \( \approx w_t^{[i]} \)
33:     add \( x_t^{[i]} \) to \( X_t^{[n]} \)
34:   end for
35: end if
36: if detectedRobotID[i] is converged for first time then
37:   Receive number of landmarks nl
38:   Receive position(robotPose) of detectedRobotID[i]
39:   for li = 1 to nl do
40:     if li is not a common landmark then
41:       Transform data
42:     end if
43:   end for
44:   Add landmark particles to existing state
45: end if
46: end for
47: else
48:   Single robot SLAM
49: end if
transnational matrix. This matrix is used to transform data to robot b local reference frame as shown in Line 6. Once we have data in robot b local reference frame, the transformation matrix is found to transform data from robot b local reference frame to robot a global reference frame. This is done by finding the transnational and rotational matrix as shown in lines 7-9. Here transnational matrix is multiplied by rotation matrix to find the final transformation matrix. This transformation matrix is applied to landmark coordinate of robot b local reference frame to get landmark in robot a global reference frame. This is performed for each particles of landmark in robot b global frame to each particles of robot b in robot a global reference frame.
Algorithm 5 Transformation Matrix (robotPose, teamRobotPose)

1: $X_t = \emptyset$
2: for li = 1 to number of particles do
3:   translationMatrix = 
   \[
   \begin{vmatrix}
   1 & 0 & -robotPose[li, 1] \\
   0 & 1 & -robotPose[li, 2] \\
   0 & 0 & 1
   \end{vmatrix}
   \]
4:   $\theta = -robotPose[li, 3]$
5:   rotationMatrix = 
   \[
   \begin{vmatrix}
   cos(\theta) & -sin(\theta) & 0 \\
   sin(\theta) & cos(\theta) & 0 \\
   0 & 0 & 1
   \end{vmatrix}
   \]
6:   landmark in local frame = (rotationMatrix*translationMatrix)*landmark[i]
7:   translationMatrix = 
   \[
   \begin{vmatrix}
   1 & 0 & -teamrobotPose[li, 1] \\
   0 & 1 & -teamrobotPose[li, 2] \\
   0 & 0 & 1
   \end{vmatrix}
   \]
8:   $\theta = teamrobotPose[li, 3]$
9:   rotationMatrix = 
   \[
   \begin{vmatrix}
   cos(\theta) & -sin(\theta) & 0 \\
   sin(\theta) & cos(\theta) & 0 \\
   0 & 0 & 1
   \end{vmatrix}
   \]
10: landmark in global frame = (translationMatrix*rotationMatrix)*(landmark in local frame)
11: $X_t = X_t +$ (landmark in global frame)
12: end for
13: return $X_t$
CHAPTER 5: RESULTS

This chapter present different results on simulation with the help of two robots named robot A and robot B. The results presented here are with different noise and different scenarios. Different scenarios include robots having no common landmark, one common landmark and robots exploring full map after the data transfer. Noise includes both Gaussian and non-Gaussian noise with and without zero means.

The result images are divided into two columns. The left column indicates robot A’s global reference frame and right section indicates robot B’s global reference frame. The blue circles indicate robot A; brown circles indicate robot B; yellow, red, and green circles indicate particles for landmarks explored by robot A; and blue, magenta, cyan indicates particles for landmarks explored by robot B. The silver circles indicate particles of a common landmark. The black dot indicates ground truth.

Three types of noise are used in these results: two are Gaussian noise with 0 mean and 0.05 m and 0.5 m co-variance respectively, the third one is a non-Gaussian noise. It was found that the error in the convergence of landmark, as well as robot particles, were within the range of 0.1 m to 0.8 m. The noise used for the implementation is shown below:
The results are divided into three sections. The first section covers the case where there are no common landmarks. The second section covers the case with one com-
mon landmark. The third case covers the result when each robot explores a full map after receiving a map from a detected robot. In the first two cases, the variance of the transferred map is huge because of the reference frame transformation involved. However, the mean was still found to be close to the ground truth. The third case shows that when a robot tries to move to the map of the detected robot, they successfully converge the particles of landmark and the variance is reduced. All of the section consists of the same environment and two robots exploring the map with the noise described above.

Figure 5.4 shows different stages of robot navigation. Figure 5.4(a) indicates an initial phase of navigation at time \( t = 2 \). In this phase, both \textit{Robot A} and \textit{Robot B} encountered three different landmarks. The blue circles in the left column show \textit{Robot A} particles propagated around \((0,0)\) in \textit{Robot A}’s global reference frame. The \textit{Robot A} propagate particles for the detected landmarks in a ring shape as explained in the implementation section of chapter 4. The yellow, red, and green circles indicate particles for landmark 1, landmark 2, and landmark 3 detected by \textit{Robot A} respectively. The brown circles in the right column indicate \textit{Robot B} particles propagated around \((0,0)\) in \textit{Robot B}’s global reference frame. The blue, magenta, and cyan circles indicate particles of detected landmarks propagated in a ring shape. Since both robots do not know the initial position of each other and they don’t share any common global map, the reference frame for both robots is different. The \textit{Robot A} and \textit{Robot B} implements single-robot SLAM as explained in implementation section of chapter 3 till time \( t = 177 \) until rendezvous occurs. Figure 5.4(b) shows a rendezvous event. The brown circles in the left column show particles for \textit{Robot B} propagated in a ring shape as \textit{Robot A} sense only range measurement from \textit{Robot B}. After this time, multi-robot SLAM is implemented by both robots to localize detected robot in its own map. Once localized, each robot receives map explored by another robot and apply a transformation matrix to merge map. Figure 5.4(c) shows the final stage
of the map after map merge. Figure 5.5 shows the ground truth of robots. Figure 5.5(a) shows ground truth for both Robot A and Robot B global reference frame. Figure 5.5(b) shows the orientation of Robot B’s global reference frame with respect to Robot A global reference frame. The table 5.1 shows the actual landmarks locations and observed landmarks locations for both robots in their reference frames. The table also shows the error in landmark convergence in the meter.
Figure 5.4: Robot navigation stages: (a) Initial; (b) Rendezvous; (c) Map merge
Figure 5.5: Ground truth of robot navigation: (a) Ground truth; (b) Map correspondence

Table 5.1: Ground truth and observation for multi-robot SLAM

<table>
<thead>
<tr>
<th>Reference frame B landmark coordinate</th>
<th>Ground truth</th>
<th>Observed by robot</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
<td>x</td>
</tr>
<tr>
<td>2</td>
<td>2.230</td>
<td>4.588</td>
<td>0.2090</td>
</tr>
<tr>
<td>-2</td>
<td>-1.929</td>
<td>5.891</td>
<td>0.1670</td>
</tr>
<tr>
<td>-5</td>
<td>-4.638</td>
<td>-0.086</td>
<td>0.3930</td>
</tr>
<tr>
<td>-14.442</td>
<td>-14.445</td>
<td>-16.459</td>
<td>0.2190</td>
</tr>
<tr>
<td>-9.899</td>
<td>-10.261</td>
<td>-16.529</td>
<td>0.4900</td>
</tr>
<tr>
<td>-9.899</td>
<td>-9.825</td>
<td>-11.374</td>
<td>0.3150</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reference frame A landmark coordinate</th>
<th>Ground truth</th>
<th>Observed by robot</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
<td>x</td>
</tr>
<tr>
<td>0</td>
<td>0.202</td>
<td>4.120</td>
<td>0.0900</td>
</tr>
<tr>
<td>3</td>
<td>3.140</td>
<td>1.390</td>
<td>0.2960</td>
</tr>
<tr>
<td>7</td>
<td>7.120</td>
<td>4.751</td>
<td>0.1180</td>
</tr>
<tr>
<td>26.949</td>
<td>8.121</td>
<td>8.96</td>
<td>0.2380</td>
</tr>
<tr>
<td>24.828</td>
<td>11.656</td>
<td>11.350</td>
<td>0.4620</td>
</tr>
<tr>
<td>18.464</td>
<td>9.535</td>
<td>9.92</td>
<td>0.3530</td>
</tr>
</tbody>
</table>

The results are divided into three sections as explained above. All the section
contains the same map like the one shown in Figure 5.4. The result in all three
scenarios as displayed in the same manner as explained above. All the results contain
three stages of navigation: Initial, Rendezvous and map merge. The observed and
ground truth of all landmarks is also displayed in the table for each test cases.

5.1 Case 1: No Common landmark

In this case, there is no common landmark between two robots. This increases
the time of localizing detected robot. Figures 5.6 and 5.7 shows results and ground
truth with Gaussian noise of zero means and 0.05 m variance respectively. Figures
5.8 and 5.9 shows the result and ground truth with Gaussian noise of zero mean and
0.5 m variance respectively. Figures 5.10 and 5.11 shows result and ground truths of
map merging with non-Gaussian noise respectively. Tables 5.2, 5.3 and 5.4 shows the
comparison of ground truth and observation of Robot A and Robot B.
Figure 5.6: Robot Navigation stages for no common landmark case with Gaussian noise of zero mean and 0.05 m variance: (a) Initial; (b) Rendezvous; (c) Map merge
Figure 5.7: Ground truth for Gaussian noise of zero mean and 0.05 variance: (a) Ground truth; (b) Map correspondence

Table 5.2: Ground truth and observation for no common landmark and 0.05 m Gaussian noise

<table>
<thead>
<tr>
<th>Reference fame B landmark coordinate</th>
<th>Reference fame A landmark coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground truth</td>
<td>Observed by robot</td>
</tr>
<tr>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>-2</td>
<td>6</td>
</tr>
<tr>
<td>-5</td>
<td>0</td>
</tr>
<tr>
<td>-9.899</td>
<td>-16.970</td>
</tr>
</tbody>
</table>
Figure 5.8: Robot Navigation stages for no common landmark case with Gaussian noise of zero mean and 0.5 m variance: (a) Initial; (b) Rendezvous; (c) Map merge
Figure 5.9: Ground truth for Gaussian noise of zero mean and 0.5 variance: (a) Ground truth; (b) Map correspondence

Table 5.3: Ground truth and observation for no common landmark and 0.5 m Gaussian noise

<table>
<thead>
<tr>
<th>Reference frame B landmark coordinate</th>
<th>Reference frame A landmark coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ground truth</td>
</tr>
<tr>
<td></td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>-2</td>
</tr>
<tr>
<td></td>
<td>-5</td>
</tr>
</tbody>
</table>


Figure 5.10: Robot Navigation stages with non-gaussian noise: (a) Initial; (b) Rendezvous; (c) Map merge
Figure 5.11: Ground truth for non-gaussian noise: (a) Ground truth; (b) Map correspondence

Table 5.4: Ground truth and observation for no common landmark and non-Gaussian noise

<table>
<thead>
<tr>
<th>Reference fame B landmark coordinate</th>
<th>Reference fame A landmark coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground truth</td>
<td>Ground truth</td>
</tr>
<tr>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>-2</td>
<td>6</td>
</tr>
<tr>
<td>-5</td>
<td>0</td>
</tr>
<tr>
<td>-9.899</td>
<td>-16.970</td>
</tr>
</tbody>
</table>

The tables 5.2, 5.3 and 5.4 shows the error in convergence along with the observation.
of robots. As shown in tables, the error of convergence for landmarks is less when the noise is Gaussian with 0 mean and 0.05 m variance compared to Gaussian noise of 0 mean and 0.5 m variance. The noise of landmark convergence is increased in third noise which is non-Gaussian non zero mean noise. However, the maximum error in converge of landmarks with non-Gaussian noise was 0.8196 m. The average of errors of landmark convergence in case of noise with 0.05 m variance is 0.365, while in case of Gaussian noise with 0.5 m variance it is 0.415 and in case of non-Gaussian noise with non zero mean it is 0.485 m. This shows that the average error of the algorithm even in case of the non-Gaussian nose was within 0.5 m.

5.2 Case 2: Common landmark

In this case, there is one common landmark between two robots. It was observed that the localization of the detected robot took less time because of a common landmark as a common landmark also contributes to localizing the detected robot. Figures 5.12 and 5.13 shows result and ground truth with Gaussian noise of zero mean and 0.5 m variance respectively. Figures 5.14 and 5.15 shows result and ground truth of map merging with non-Gaussian noise respectively. Table 5.6, and 5.6 shows the comparison of ground truth and observation of Robot A and Robot B.
Figure 5.12: Robot Navigation stages for common landmark with noise of zero mean and 0.5 variance: (a) Initial; (b) Rendezvous; (c) Map merge
Figure 5.13: Ground truth for common landmark with Gaussian noise of zero mean and 0.05 variance: (b) Ground truth; (b) Map correspondence

Table 5.5: Ground truth and observation for common landmark and 0.5 m Gaussian noise

<table>
<thead>
<tr>
<th>Reference fame B landmark coordinate</th>
<th>Reference fame A landmark coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground truth</td>
<td>Observed by robot</td>
</tr>
<tr>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>2.0000</td>
<td>5.0000</td>
</tr>
<tr>
<td>-2.0000</td>
<td>6.0000</td>
</tr>
<tr>
<td>-5.0000</td>
<td>0</td>
</tr>
<tr>
<td>-11.3140</td>
<td>-5.6570</td>
</tr>
</tbody>
</table>
Figure 5.14: Robot Navigation stages for common landmark with non-Gaussian noise:
(a) Initial; (b) Rendezvous; (c) Map merge
Figure 5.15: Ground truth for common landmark with non-Gaussian noise: (a) Ground truth; (b) Map correspondence

Table 5.6: Ground truth and observation for common landmark and non-Gaussian noise

<table>
<thead>
<tr>
<th>Reference frame B landmark coordinate</th>
<th>Reference frame A landmark coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td>x y Observed by robot Error</td>
<td>x y Observed by robot Error</td>
</tr>
<tr>
<td>2.00 5.0000 1.9680 4.9900 0.7600</td>
<td>0 4.0000 0.4200 4.9400 0.321</td>
</tr>
<tr>
<td>-2.00 6.0000 -1.8230 6.1900 0.9900</td>
<td>3.0000 1.0000 3.2900 1.7100 0.7670</td>
</tr>
<tr>
<td>-5.00 0 -5.1640 0.0160 0.3800</td>
<td>7.0000 5.0000 7.5200 5.1900 0.5570</td>
</tr>
<tr>
<td>-11.3140 -5.6570 -11.910 -4.1300 0.713</td>
<td>10.0000 10.0000 10.4300 9.4900 0.6170</td>
</tr>
<tr>
<td>-9.8990 00 -11.3140 -9.4470 -10.9100 0.2500</td>
<td>18.4640 9.5360 17.8800 9.3900 0.6060</td>
</tr>
</tbody>
</table>

The tables 5.5 and 5.6 shows the error in convergence along with the observation of
robots. As shown in tables, the error of convergence for landmarks is less for Gaussian noise of 0 mean and 0.5 m variance compared to non-Gaussian noise. However, the maximum error in converge of landmarks with non-Gaussian noise was 0.99 m. The average of errors of landmark convergence in case of noise with 0.5 m variance is 0.415 and in case of non-Gaussian noise with non zero mean it is 0.563 m. This shows that the average error of the algorithm even in case of the non-Gaussian nose was within 0.6 m.

5.3 Case 3: Full exploration by both robots

In this case, both robots explore the environment even after receiving a map from a detected robot. It was observed that the variance of landmark particle was reduced and the robot was able to converge the particle very well. Figures 5.16 and 5.17 shows result and ground truth with non-Gaussian noise. Table 5.7 shows the comparison of ground truth and observation of Robot A and Robot B.
Figure 5.16: Robot Navigation stages for full exploration with Gaussian noise of zero mean and 0.5 variance: (a) Initial; (b) Rendezvous; (c) Map merge
Figure 5.17: Ground truth for full exploration with non-Gaussian noise: (a) Ground truth; (b) Map correspondence

Table 5.7: Ground truth and observation for full exploration and non-Gaussian noise

<table>
<thead>
<tr>
<th>Reference frame B landmark coordinate</th>
<th>Reference frame A landmark coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td>x y Ground truth Observed by robot Error</td>
<td>x y Ground truth Observed by robot Error</td>
</tr>
<tr>
<td>2.0000 5.0000 1.9680 -4.9900 0.0100</td>
<td>0 4.0000 -0.0300 3.8900 0.1100</td>
</tr>
<tr>
<td>-2.0000 6.0000 -1.8230 6.1900 0.0600</td>
<td>3.0000 1.0000 3.0700 0.9400 0.0900</td>
</tr>
<tr>
<td>-5.0000 0 -5.1640 0.0160 0.1400</td>
<td>7.0000 5.0000 6.7100 4.8600 0.3200</td>
</tr>
<tr>
<td>-11.3140 -5.6570 -11.910 -4.1300 0.2200</td>
<td>10.0000 10.0000 26.6000 7.9500 0.3900</td>
</tr>
</tbody>
</table>

The table 5.7 shows the error for each landmark convergence in both Robot A and Robot B reference frame. This result shows that the maximum convergence error was
0.390 and the average error of all particle convergence was 0.2 m.

Figure 5.18 shows the graph of landmark estimation error over time for full exploration. This error is the difference between the mean of landmark particles and the actual location of the landmark. Figures 5.18(a), 5.18(b) and 5.18(c) shows the graph of error estimation for landmark 1, landmark 2 and landmark 3 explored by robot A respectively. This error starts with huge number but eventually reduced to a value below 1 m. Figures 5.18(d), 5.18(e) and 5.18(f) shows the graph of error estimation for landmark 4, landmark 5 and landmark 6 respectively. This error starts with a small number because these are the landmarks transferred by robot B to robot A. This error reduces as robot A try to converge the particles of landmarks.

![Graphs showing landmark error over time for full exploration](image)

Figure 5.18: Landmark error over time for Full exploration: (a)Landmark 1 error; (b)Landmark 2 error; (c)Landmark 3 error; (d)Landmark 4 error; (e)Landmark 5 error; (f)Landmark 6 error;

This result shows that the convergence of error was within 1 m for all the scenarios shown in this paper. It was also observed that the increase in variance and error due
to reference frame transformation can be overcome if a robot tries to converge the particles of landmarks after map merge.

5.4 Comparison with single-robot SLAM

This section shows the result of single-robot SLAM with multi-robot SLAM for the same environment. Figure 5.19 shows the result and ground truth with single-robot SLAM. Figure 5.19(a) shows the initial stage of navigation with a single robot SLAM. Figure 5.19(b) shows the final stage and ground truth for single-robot SLAM implementation. It is observed that the time taken for single-robot to map the environment with the same path has been used in multi-robot SLAM by Robot B is huge. The Robot B alone takes 551 seconds to map the environment while Figure 5.14 shows it took 210 seconds for two robots to map the environment.
Figure 5.19: Robot Navigation stages for full exploration with Gaussian noise of zero mean and 0.5 variance: (a) Initial; (c) Final

The table 5.8 shows the result with single-robot SLAM. It is observed that the error of single-robot SLAM is almost equivalent to multi-robot SLAM. The average of all error with single-robot SLAM is 0.3 m. This result shows that multiple robots are capable of estimating a map of the environment in less than half of the time then single-robot with a comparable error of convergence.
Table 5.8: Ground truth and observation for single-robot SLAM

<table>
<thead>
<tr>
<th>Reference fame B landmark coordinate</th>
<th>Ground truth</th>
<th>Observed by robot</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
<td></td>
</tr>
<tr>
<td>2.0000</td>
<td>2.2631</td>
<td>4.9862</td>
<td>0.1646</td>
</tr>
<tr>
<td>-2.0000</td>
<td>-1.8619</td>
<td>6.0552</td>
<td>0.1488</td>
</tr>
<tr>
<td>-5.0000</td>
<td>-4.8777</td>
<td>0.0466</td>
<td>0.1309</td>
</tr>
<tr>
<td>-11.3140</td>
<td>-11.1609</td>
<td>-5.4900</td>
<td>0.2263</td>
</tr>
<tr>
<td>-9.9000</td>
<td>-10.7223</td>
<td>-17.0890</td>
<td>0.8309</td>
</tr>
<tr>
<td>-9.9000</td>
<td>-10.1042</td>
<td>-11.1663</td>
<td>0.2497</td>
</tr>
</tbody>
</table>
CHAPTER 6: CONCLUSIONS

In this paper, many of the known issues with multi-robot SLAM and existing solutions to multi-robot SLAM are explored. Most of the methods use both range and bearing sensors in order to implement multi-robot SLAM. However, it is seen that range and bearing sensors like laser scanner consume a huge amount of memory. This can be a problem when it comes to exploring the large environment. Multi-robot SLAM is mostly used for exploring large environments as it is very hard for a single robot to explore large environments. Hence, there was a need to focus on reducing the memory consumption while exploring huge environments.

A novel approach has been proposed to create a map of the environment using multiple robots. The range-only SLAM was implemented with multiple robots. This approach was tested via simulation with different patterns of noise. This algorithm result was satisfactory even with non-zero non-Gaussian noise. The covariance of converged landmarks and detected robots was very small which lead to converging the map with less error. The final error of this approach using simulation was below 0.6 m which is comparable to Kai [37] who received an error of 0.5 m. However, the environment used for implementation of this paper is different then that by other papers hence it is hard to have a direct comparison as the noise changes with the environment.

In conclusion, the performance of the new approach to multi-robot range-only SLAM was satisfactory. The average range of error for landmark convergence was 0.1 m to 1 m for extreme scenarios.
6.1 Future Work

Future work for this topic would be to implement the algorithm on actual robots and test the performance with ground truth.

Another line of research can be to move robots close to each other after detection. It is necessary for robots to localize other detected robots, which cannot be performed if robots move away from each other. This can be achieved by moving towards the increased signal strength.

Another enhancement can be coordinated exploration of the environment. It is important for robots to explore different environments rather than all robots moving towards the same environment for efficient exploration of the map.
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