Considerations on Distributed Load Balancing for Fully Heterogeneous Machines: Two Particular Cases
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Abstract—When the size of parallel systems increases, centralized algorithms to schedule tasks on the system can induce a significant overhead. This is why decentralized scheduling algorithms have been developed. The most popular one certainly is work-stealing because of its interesting theoretical guarantees. Parallel systems have evolved from homogeneous clusters to fully heterogeneous ones such as GPU-accelerated clusters. We investigate in this paper decentralized scheduling algorithms for heterogeneous systems. The guarantees of work-stealing algorithms no longer hold on such systems because it is an a posteriori algorithm which highly depends on the initial distribution of work.

We focus on a priori decentralized scheduling algorithms for heterogeneous systems and we propose two distributed algorithms to balance the load on unrelated machines for two particular cases. The first one exploits a low heterogeneity in the task set and reaches an approximation ratio linear in the number of types of tasks. The second one focuses on the case where the system only uses two different types of machines and we show it is a 2-approximation if the system converges. In the case it does not converge, we study the dynamic equilibrium of the system. In the homogeneous case, we numerically compute the probability density function of the load imbalance and show that the imbalance is low on average. And we show using simulation that the heterogeneous case is similar to the homogeneous case and that the imbalance is low in both cases.
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I. INTRODUCTION

Scheduling the execution of a parallel program on multiple machines is one of the basic problems in parallel computing. Its solution is far from obvious as many hypotheses can be done to specify the conditions, especially on the heterogeneity of the machines used to execute the program. These problems have been studied since the '60s, but often from a centralized point of view. However, with the current size of parallel systems, the cost of the resolution of the problem on one machine cannot be overlooked anymore [16]. Centralized systems have a high overhead when the number of managed processors increases. Even a simple “least loaded machine first” scheduling policy takes a linear time in the number of tasks and logarithmic in the number of machines [12]. This obviously does not scale well when the size of the system increases and does not handle at all the inherent imprecision of all scheduling systems (runtimes are typically difficult to predict).

Decentralized load balancing algorithms have been designed to alleviate the bottleneck of having a single processor doing all the scheduling. The work stealing strategy, introduced in [7] and modified for Cilk [6], is certainly the most popular decentralized scheduler: every machine is responsible for its own charge, and when a machine no longer has jobs to execute, it tries to steal some from another machine. This strategy has guaranteed performance1 when the machines are identical [6] and even when the machines process the tasks at different speeds [1].

However modern machines are composed of fully heterogeneous processors. Two processors, such as a CPU and a GPU, are not just different in term of their speed, they also differ in capabilities: for some tasks a CPU might be fast and a GPU slow while it could be the reverse for other tasks. Moreover, in the case of two CPU with different architecture, a task might be optimized for a specific architecture and perform worse on the other architecture. Common decentralized load balancing strategies could be applied to these systems. But they would no longer guarantee anything on the quality of the derived solution.

In this work, we investigate the problem of decentralized load-balancing for heterogeneous machines under the perspective of provable performance. The contribution of this work are as follow:

• We show in Theorem 1 that work stealing policy can lead to arbitrarily bad load balance in the fully heterogeneous case.
• We provide algorithm MJTB which is decentralized and converges to a solution no worse than k the optimal solution assuming there are only k groups of tasks (Theorem 5).

1Guaranteed refers to an approximation ratio; that is to say theoretically proven upper bound of the ratio between what the algorithm obtains and the optimal solution. Though in this case the guarantee is not achieved in the worst case but in average.
We provide an iterative decentralized algorithm, DLB2C, for systems with only two types of processors (such as a CPU-GPU cluster) and show that if the algorithm converges, then the obtained solution is a 2-approximation (Theorem 7).

In cases where DLB2C does not converge to a single solution, we study its behavior by modeling the one cluster case using markov chains and show the imbalance is bounded with high probability (Figure 2). We also show using simulations that the two clusters case behaves like the one cluster case (Figure 3) and that a solution no worse than 1.5 times a guaranteed centralized solution is typically reached within a few iterations (Figure 5).

The document is organized as follows. We formally introduce the problem in Section II. We quickly survey results related to our problem in Section III. Section IV discusses a posteriori and a priori load balancing algorithms. Then we investigate two cases for a priori algorithms. We investigate instances where the number of types of tasks is small in Section V. Section VI presents a decentralized algorithm for the case where there are only two types of processors and we show that if it converges the obtained solution is a 2-approximation. We study the case where it does not converge using markov models and simulation in Section VII. Section VIII concludes this document.

II. PROBLEM DEFINITION

The problem studied in this work is a load balancing problem, the goal is to construct a partition $S$ of a set of sequential independent jobs $J$ onto the machines in the set $M$ in order to minimize an objective function. A job is a process that can only be executed on one machine at a time and it is independent from other jobs. We also assume that it has to be executed without interruptions to be completed. The machines do not share memory. For the purpose of this paper we will use interchangeably the words “task” and “job”. Also, we will use interchangeably the words “processor” and “machine”.

Many functions can be minimized but we focus on the makespan which is the time at which all the jobs have been executed. We denote by $p_{i,j}$ the time needed for the execution of job $j$ on the machine $i$. And $S(i)$ is the set of jobs assigned to machine $i$. We denote the makespan as $C_{\text{max}}(S) = \max_{i \in M} C(S, i)$ where $C(S, i) = \sum_{j \in S(i)} p_{i,j}$ is the time when all the jobs of machine $i$ have been completed.

In the following parts, we will denote $C(S, i)$ as $C(i)$ when there is no ambiguity on the solution used to compute the makespan. In this problem, the partition obtained is usually compared to the minimum possible makespan $\text{OPT}$ which characterizes the optimal solutions, $\text{OPT} = \min_S C_{\text{max}}(S)$.

The machines can be homogeneous, heterogeneous related, or heterogeneous unrelated.

- The machine set can be homogeneous (identical). In this case, the machines are said to be uniform, each job $j$ can be executed on every machine $i$ within the same amount of time, $\forall i, i' \in M, p_{i,j} = p_{i',j}$.

- In the heterogeneous related case, all the machines are different but only differ by a fixed factor. For all the jobs we have $\forall i, i' \in M, \exists \alpha, \forall j \in J, p_{i,j} = \alpha p_{i',j}$.

- The heterogeneous unrelated (fully heterogeneous) case is the most general. There is no assumption on the relation of processing times of the tasks on the processors, $p_{i,j}$ is an arbitrary value (which can be infinite).

The centralized version of the problem we are interested in is known as scheduling independent tasks on unrelated parallel machines to minimize the makespan and is denoted $R|\text{Cmax}|$ in the classical 3 field notation of Graham et al. [13]. This problem is known to be NP-Complete [10]. Here we are interested in the decentralized version of this problem. Therefore we will assume that the jobs have an arbitrary initial distribution. This could apply in cases where there is a static set of tasks which is pre-distributed. But it could also apply in cases where tasks directly appear on processors. Common reasons for this are if a task can locally spawn more tasks or if tasks are submitted to a particular processor.

III. RELATED WORK

Certainly the most famous algorithm for these kinds of problem is List Scheduling proposed by Graham in 1966 [11] which consists in scheduling tasks greedily on the first machine available. On identical machines, this algorithm is a 2-approximation algorithm: the generated solution $S$ is such that $C_{\text{max}}(S) \leq 2 \cdot \text{OPT}$. In the offline case, the tasks are known in advance and one can order the tasks using a Largest Processing Task (LPT) first order, and then List Scheduling becomes a $\frac{3}{2}$-approximation algorithm [12]. Later, dual approximation methods lead the way to Polynomial Time Approximation Schemes (PTAS) for the identical machine case; they have a higher complexity but their approximation ratio can be arbitrarily close to 1 [15].

The problem of scheduling tasks on fully heterogeneous machines is not as well solved. Lawler and Labetoulle showed that the problem with pre-emption can be solved in polynomial time using linear programming [13]. The problem without pre-emption can be approximated within a factor 2 also using a linear programming problem but then using intelligent rounding techniques to reconstruct an integer solution [20]. A faster algorithm using unsplittable flow has been designed, but still is a 2-approximation

2 The possibility to pause a job on a machine and restart later it on another machine
Algorithm 1: Work Stealing for a particular machine

Data: m machine
Data: S(m) jobs assigned to m
while true do
  if S(m) = ∅ then
    Select randomly a target machine i
  if S(i) ≠ ∅ then
    Steal half of the non executed jobs of i
  else
    Start running a job j of S(m)
    Remove j of S(m)
end while

work per machine plus a big-O of the critical path of the problem, \( E(C_{\text{max}}(S)) \leq \sum_{j \in J} p_{i,j} |M| + O(p^\infty) \). This result was later extended to the problem with heterogeneous related machines and the possibility to use pre-emption \([1]\).

IV. A PRIORI LOAD BALANCING

Load balancing at the task’s submission time works in the case of identical machines (or eventually related machines) essentially because List Scheduling is a good greedy strategy for this problem. But there are no known good greedy algorithms for the heterogeneous case; which is why algorithms that work in this case only work under particular hypotheses, such as limiting the number of types of processors to two \([8]\).

The inner difficulty of the problem makes the finding of a generally applicable method unlikely.

On the other hand, applying a work stealing strategy on unrelated machines has a shortcoming. Indeed, this a posteriori strategy starts stealing jobs from another machine only when the work previously scheduled on the machine has been executed. But if the initial distribution is poorly done (like in Table I), the first steal can happen long after the optimal makespan.

**Theorem 1.** Applying a work stealing strategy on unrelated machines can induce an unbounded makespan.

**Proof:** Table I presents the \( p_{i,j} \) values of a 5 tasks, 3 machines instance of the problem. If the initial distribution follows the allocation denoted by a circle in the table, the first steal operation only happens after a time \( n \), and the execution can be finished in \( n + 1 \) units of time. However, with a good schedule the work can be finished in 2 units of time.

<table>
<thead>
<tr>
<th>Cost</th>
<th>Machine A</th>
<th>Machine B</th>
<th>Machine C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job 1</td>
<td>1</td>
<td>⃝</td>
<td>n</td>
</tr>
<tr>
<td>Job 2</td>
<td>1</td>
<td>1</td>
<td>⃝</td>
</tr>
<tr>
<td>Job 3</td>
<td>⃝</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Job 4</td>
<td>⃝</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Job 5</td>
<td>⃝</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table I

The circled distribution is a bad initial distribution to apply a Work Stealing strategy; the first steal can only happen after \( n \) units of time.

One cannot rely on an efficient distribution of the tasks at submission time. And one cannot wait for a machine to finish processing its tasks to rebalance the work. The only remaining option would be a priori load balancing: balancing the load before processing the tasks.

To be decentralized, we choose to investigate algorithms that balance optimally (or at least in a guaranteed way) the load of a subset of the processors. Obviously picking a large subset of the processors is essentially a centralized solution.

The algorithm is defined on graph of dependent task. The critical path denotes the length of the longest sequence of operations that must be sequential. In the independent task model, the processing time of the longest task.

algorithm \([9]\). It was also shown that the problem cannot be approximated with a better approximation ratio than \( 3/2 \) unless \( P = NP \) \([20]\). However, if the number of processors is fixed then approximation schemes can be designed (for instance if there are only two processors \([17]\).)

All the previously mentioned works propose offline centralized algorithms. A common approach for the identical machine case is to make the system online by scheduling the tasks at the time of their submission. Typically such systems rely on the greedy properties of List Scheduling and maintain the load of each machine in a priority queue to schedule each task on the least loaded processor in \( O(\log |M|) \) and guarantees that each intermediate solution is a 2-approximation \([11]\). This does not scale with the number of processors and is inherently centralized.

Approaches based on the “balls in bins” problem trade accuracy for complexity. Instead of picking the least loaded processor, the algorithm picks the least loaded processor of \( d \) randomly (uniformly) chosen processors in \( O(d) \) and makes an error of roughly \( \ln \ln |J|/\ln d \) \([4]\). This principle has even been successfully adapted in the heterogeneous related case \([2], [3]\). These methods are fully decentralized if one assumes that the load of a processor can be probed externally but does not apply to fully heterogeneous systems.

In the context of heterogeneous systems, Chen et al. addressed the problem of load balancing at submission time for clusters composed of two sets of identical machines. Machines within the same set are identical but two machines from different sets can be heterogeneous unrelated. They proposed a centralized 4-approximation algorithm \([8]\).

The most common decentralized scheduler that does not distribute the tasks at submission time is the work-stealing strategy (Algorithm 1) introduced by Burton and Sleep \([7]\). This strategy is essentially a decentralized implementation of List Scheduling \([21]\). Each machine maintains a list of locally available tasks and when a machine finishes its last local job, it contacts its neighbours and tries to steal some of the non running jobs. This idea was applied to the Cilk middleware and some guarantees on the execution time of a batch of jobs using a work stealing algorithm on identical parallel machines have been derived \([5], [6]\). In particular, the expected maximum makespan is bounded by the average
Therefore we focus on algorithms that balance the work by pairs. The following theorem informs us that such an approach might have a poor guarantee in some cases.

**Proposition 2.** A generic algorithm balancing optimally each pair of machine can induce an unbounded makespan.

*Proof:* It is possible to construct a situation with 3 machines and 3 jobs where all pairs of machines have their load optimally distributed but the global load is not optimally distributed and can even be infinitely longer than the optimal one.

This situation is described in Figure 1. Each job can be run fast, slow or very slow. When a pair of machines rebalances their load, there are two jobs, one of which can be run fast and one that can not. If the job that can be run fast is scheduled on its fast processor, then the remaining task must either be executed at very slow rate, or put two tasks on the same machine: one slow and one fast. Both solutions have a worst makespan than the original solution which completes in $n$ time units. It is clear that the optimal schedule has a makespan of 1, but the algorithm is stuck in a solution of makespan $n$.

<table>
<thead>
<tr>
<th>Cost</th>
<th>Machine A</th>
<th>Machine B</th>
<th>Machine C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job 1</td>
<td>1</td>
<td></td>
<td>$n^2$</td>
</tr>
<tr>
<td>Job 2</td>
<td>$n^2$</td>
<td>1</td>
<td>$n^2$</td>
</tr>
<tr>
<td>Job 3</td>
<td>1</td>
<td>$n^2$</td>
<td></td>
</tr>
</tbody>
</table>

Table II
A situation with 3 machines and 3 jobs where pair-wise rebalancing leads to an unbounded makespan. The optimal makespan in this situation is 1 with job 1 on machine A, job 2 on machine B and job 3 on machine C. However, with the circled distribution, the schedule of all pairs of machines is optimal, despite the makespan is $n$.

This proposition indicates that there is little hope to find generic methods with constant approximation ratio, so we look at particular cases.

We would like to share a few remarks on the use and applicability of a priori algorithms before studying them further. First, we say the balancing is done before the execution of the tasks for simplicity. But it could be done after each task submission to address the lack of good greedy property or simply done periodically.

By running it periodically, an a priori load balancer can naturally take into account the dynamicity of the computing system, some tasks might be shorter or longer than predicted, and some tasks might dynamically be created on a processor. These scenarios are easily taken into account contrary to models that balance tasks at submission time only. Also, we will see later that these load balancers might not converge to a unique solution, therefore it might be necessary to run the balancing algorithm concurrently with the application.

A common concern is that the algorithm might move tasks many time causing the data of the tasks to be continuously bounced around the network. We showed previously in a workstealing based load balancer [14] that it is also possible to separate, within a runtime system, the load balancing itself and the data movement. This allows to optimize the data movements and to minimize the impact of moving the data many times in the computing system.

V. LOAD BALANCING PER TYPE OF JOB

In this section, the jobs are grouped by type. In each type, all the jobs have the same processing time: $\forall j, j' \in T$, $j$ has the same type as $j' \Rightarrow \forall i \in M$, $p_{i,j} = p_{i,j'}$. This distinction can easily be made in real systems where simple queries can represent most of the jobs of a system: even if the jobs are not exactly the same, their processing time is similar and only vary depending on which machine executes them.

We first study the case where there is only one type of job and provide an optimal decentralized algorithm, and then extend the algorithm to derive a guaranteed decentralized algorithm in the general case.

A. Balancing only one type of job

**Algorithm 2: Basic Greedy**

*Data:* machines $m$ and $i$

*Data:* $S$, a distribution of jobs

$A := S(i) \cup S(m)$

$S(m) := \emptyset$

$S(i) := \emptyset$

while $A \neq \emptyset$ do

let $j$ be a job in $A$

if $C(m) + p_{m,j} \leq C(i) + p_{i,j}$ then

$S(m) := S(m) \cup \{j\}$

else

$S(i) := S(i) \cup \{j\}$

$A := A \setminus \{j\}$

**Algorithm 3: OJTB**

*Data:* $m$, the host machine

*Data:* $S$, an initial distribution of the jobs

while true do

Select randomly (uniformly) $i \in M$

Distribute optimally the load of $i$ and $m$ with the Basic Greedy

The One Job Type Balancing algorithm, denoted as OJTB (Algorithm 3) is run by each machine. It is quite simple. It randomly chooses a target and balances the load of the two machines in an optimal way. Getting the optimal load balancing for two machines in this problem is ensured by Basic Greedy (Algorithm 2) thanks to the fact that the jobs’
cost is defined by the machine only. We prove that \textit{OJTB} is optimal.

\textbf{Lemma 3.} Basic Greedy provides an optimal distribution when there is only one type of jobs.

\textit{Proof:} Since there are only two machines and all the jobs are equivalent, the optimal solution is obviously given by a greedy algorithm using Earliest Completion Time. ■

\textbf{Lemma 4.} \textit{OJTB (Algorithm 3)} converges to a distribution \( S \) of the jobs which is optimal.

\textit{Proof:} Let \( S(n) \) be the solution created after the \( n \)-th execution of the algorithm. Note that \( C_{\text{max}}(S(n + 1)) \leq C_{\text{max}}(S(n)) \); If not, the balancing done between the two machines at step \( n + 1 \) would not be optimal. Hence the function \( C_{\text{max}}(S(n)) \) is non-increasing. Let \( S \) be the distribution created by Algorithm 3 after an infinite number of executions.

As all the jobs have the same processing time we denote as \( p_i \), the processing time of any job on machine \( i \). We can now represent \( S(i) \) only by its cardinality which we denote as \( N(i) \), \( N(i) = |S(i)| \). We also have \( C(i) = N(i)p_i \). Let \( S^* \) be an optimal distribution and \( N^*(i) = |S^*(i)| \).

By contradiction, let us assume that \( C_{\text{max}}(S) > C_{\text{max}}(S^*) \). There exists \( i_{\text{max}} \in M \) such that \( C(i_{\text{max}}) = C_{\text{max}}(S) \). In particular, \( N(i_{\text{max}}) > N^*(i_{\text{max}}) \), but this also implies that there exists \( i \) such that \( N(i) < N^*(i) \) (because \( \sum_{i \in M} N(i) = |J| = \sum_{i \in M} N^*(i) \)). So at least one job can be moved from \( i_{\text{max}} \) to \( i \) to have a better local distribution \( C_{\text{max}} \) would decrease). Hence the distribution \( S \) is not optimal for the pair of machine \( i_{\text{max}} \) and \( i \) but as Algorithm 3 has been applied an infinite number of times and because \( C_{\text{max}} \) is non-increasing, \( S \) should be optimal for \( i_{\text{max}} \) and \( i \).

We have \( C_{\text{max}}(S) \leq C_{\text{max}}(S^*) \), hence \( C_{\text{max}}(S) = C_{\text{max}}(S^*) \). ■

B. Extension to multiple types of jobs

\textit{OJTB} can be extended into the \textit{Multiple Job Type Balancing (MJTB)} algorithm to balance multiple types of jobs; however, the performance guarantee of the algorithm becomes linear in the number of types of jobs (denoted as \( k \) in this section).

\textbf{Theorem 5.} \textit{MJTB (Algorithm 4) applied to \( k \) types of jobs, converges to a distribution \( S \) of the jobs which is a \( k \)-approximation.}

\textit{Proof:} Let \( T_i \) be the set of jobs of type \( i \), if \( j \) and \( j' \) are in \( T_i \), then \( \forall i \in M, p_{i,j} = p_{i,j'} \). Moreover \( \forall i, i' \) such that \( i \neq i', \forall j \in T_i \) and \( \forall j' \in T_{i'}, \exists i \in M, p_{i,j'} = p_{i,j}. \) Let \( k \) be the number of distinct types of jobs.

Algorithm 3 is applied for all the types. Type \( l \) is optimally distributed so the makespan \( C(T_i) \) of the distribution of \( T_i \) is smaller than \( OPT \). When all the types of jobs have been partitioned, we have \( C_{\text{max}} \leq \sum_{i=1}^k C(T_i) \leq k \cdot \text{OPT} \). ■

VI. LOAD BALANCING WITH TWO TYPES OF MACHINES

In this section, we limit the problem to two different clusters of identical machines \( M^1 \) and \( M^2 \) \((\forall i, i' \in M^1 (\text{resp.} \ M^2), \forall j \in J, \ p_{i,j} = p_{i',j}. \) This is meaningful in practice since the advent of GPU-accelerated clusters.

We develop a new algorithm with a proven approximation ratio of 2 under the assumption that the cost of any task is smaller than the optimal makespan for the problem, which is formally expressed as \( \forall i \in M, \forall j \in J, \ p_{i,j} \leq \text{OPT}. \) This hypothesis is realistic in the sense that there is typically no wild variation in what heterogeneous machines can do. For instance, GPUs used to be thought as a hundred time faster than CPUs. However, careful analysis show that the ratio is much smaller [19]. It also supposes that there is not a job which can only run on one cluster (and if this was the case, they could be assigned beforehand). Moreover, this hypothesis also suggests that there is a large amount of work, which is the starting point for creating a decentralized algorithm.

To simplify the notations, in this section we will denote as \( p_{i,j} \) the cost of job \( j \) on cluster \( i \). We first focus on the centralized version of the problem and then use this centralized algorithm as a stepping stone to create a decentralized one.

A. \textit{A centralized algorithm}

This problem is a sub-problem of the scheduling problem of \( m \) unrelated machines which has been studied by Lenstra et al. [20]. They provide an algorithm with an approximation ratio of 2. However, the algorithm requires solving a linear program which seems difficult to decentralize reasonably. This is why we developed a new greedy algorithm to balance the load between two clusters.

The idea behind this new algorithm, called \textit{CLB2C (Algorithm 5)} for \textit{Centralized Load Balancing for Two Clusters}, is quite simple: we first sort the jobs according to the ratio \( p_{1,j}/p_{2,j} \) so that the jobs which are executed faster on the first cluster are at the beginning of the list and the one executed faster on the second cluster are at the end of the
list. Then we evaluate the decision of placing the first job of the list on the machine of the first cluster with minimal makespan and placing the last job of the list on the second cluster on the machine with minimal makespan. The job placed is the one that minimizes the makespan of those two machines. That way, if a job is not placed on the cluster where it can be executed at its minimal cost, we know this choice does not have a significant impact on the overall makespan.

Theorem 6. CLB2C (Algorithm 5) is a 2-approximation algorithm. $C_{\text{max}}(S) \leq 2\text{OPT}$.

Proof: Let $i_{\text{max}}$ be a machine of $M = M^1 \cup M^2$ such that $C_{\text{max}}(S) = C(i_{\text{max}})$. We can suppose, without loss of generality, that $i_{\text{max}} \in M^1$. Let $j_{\text{max}}$ be the last job placed on $i_{\text{max}}$. Let $S'$ be the incomplete partition of $J$ just before the choice is made by Algorithm 5 to place $j_{\text{max}}$ on $i_{\text{max}}$. Let $C^1$ be $C(S', i_{\text{max}})$ and $C^2$ be such that $C^2 = \min_{i \in M^2} C(S', i)$. Note that $C^1$ has also the property $C^1 = \min_{i \in M^1} C(S', i)$. Indeed, the next job placed is $j_{\text{max}}$, which is placed on $i_{\text{max}}$, so $C^1 = \min_{i \in M^1} C(S', i)$.

Let us compare $\min(C^1, C^2)$ to OPT. Let $S^1$ be the jobs placed on cluster 1 in $S'$, and $S^2$ the ones placed on cluster 2, $S^* = \bigcup_{i \in M^1} S'(i)$.

To compare $C^1$ and $C^2$, we will use the notion of work, which is defined as the processing time of the jobs assigned to the machines. The work done on the cluster 1, $W^1$, has the property $W^1 \geq |M^1|C^1$, similarly, the work $W^2$ done on cluster 2 is such that $W^2 \geq |M^2|C^2$. Let $S^*$ be an optimal solution with $S^{*1}$ the set of jobs placed on cluster 1 and $S^{*2}$ the set of jobs placed on cluster 2. The work done on cluster 1 with an optimal solution is denoted as $W^{*1}$, the work done on cluster 2 is denoted as $W^{*2}$.

To create an optimal solution from $S'$, the jobs $J^1 = S^1 \cap S^{*2}$ should be moved from the cluster 1 to the cluster 2, and the jobs $J^2 = S^2 \cap S^{*1}$ from cluster 2 to cluster 1. We have the equations $W^{*1} = W^1 - \sum_{j \in J^1} p_{1,j} + \sum_{j \in J^2} p_{1,j}$ and $W^{*2} = W^2 - \sum_{j \in J^1} p_{2,j} + \sum_{j \in J^2} p_{2,j}$.

By contradiction, let us assume that $W^{*1} < W^1$ and $W^{*2} < W^2$, from the two previous equations we deduce

$$\sum_{j \in J^2} p_{1,j} < \sum_{j \in J^1} p_{1,j} \quad \text{and} \quad \sum_{j \in J^2} p_{2,j} < \sum_{j \in J^1} p_{2,j} \tag{1}$$

Let $\alpha = p_{1,j_{\text{max}}}/p_{2,j_{\text{max}}}$. Because the algorithm sorts the jobs, we have $\forall j \in J^1, p_{1,j}/p_{2,j} \leq \alpha$ and $\forall j \in J^2, p_{1,j}/p_{2,j} \geq \alpha$. From Equation 1 we have

$$\sum_{j \in J^2} p_{1,j} < \alpha \sum_{j \in J^1} p_{1,j} \quad \text{and} \quad \sum_{j \in J^2} p_{2,j} < \alpha \sum_{j \in J^1} p_{2,j} \tag{2}$$

But we also have $\sum_{j \in J^2} p_{1,j} \geq \alpha \sum_{j \in J^2} p_{2,j}$, which is in contradiction with Equation 2. From this, we deduce that $W^{*1} \geq W^1$ or $W^{*2} \geq W^2$, in particular, $\text{OPT} \geq \max(W^{*1}/|M^1|, W^{*2}/|M^2|) \geq \min(W^1/|M^1|, W^2/|M^2|) \geq \min(C^1, C^2)$.

In conclusion, $\min(C^1, C^2) \leq \text{OPT}$.

Let $j'$ be the job compared to $j_{\text{max}}$ when $j_{\text{max}}$ is placed. Because $j_{\text{max}}$ has been placed on $i_{\text{max}}$ from the first cluster, we have $C^1 + p_{1,j_{\text{max}}} \leq C^2 + p_{2,j'}$. If $C^1 \leq C^2$, $C^1 \leq \text{OPT}$ and $p_{1,j_{\text{max}}} \leq \text{OPT}$ so $C_{\text{max}}(S) \leq 2\text{OPT}$. Else $C^2 \leq C^1$, so we have $C^2 \leq \text{OPT}, p_{1,j_{\text{max}}} \leq \text{OPT}$ and $C^1 + p_{1,j_{\text{max}}} \leq C^2 + p_{2,j'}$ so $C_{\text{max}}(S) \leq 2\text{OPT}$.

In both cases, $C_{\text{max}}(S) \leq 2\text{OPT}$.

B. Decentralized algorithm

CLB2C is the base for a decentralized algorithm to balance the load of machines on two clusters of uniform machines.

Indeed, like the peer to peer approach from the Work Stealing algorithm the algorithm DLB2C (for Decentralized Load Balancing for Two Clusters, Algorithm 7) is executed on each machine: each machine randomly selects a target (a machine), and if both machines are from the same cluster, a Greedy Load Balancing is applied, if both machines are from different clusters, CLB2C (Algorithm 5) is used to balance both machines (considering two sub-clusters of one machine each).

This algorithm uses Greedy Load Balancing to balance two machines from the same cluster (Algorithm 6). DLB2C ensures an interesting property: when the situation is stable, the makespan of the job distribution is bounded by twice the optimal makespan.
Algorithm 6: Greedy Load Balancing

Data: $m^1, m^2$ machines of the same cluster to balance
Data: $S$ distribution of jobs

\[ A = S(m^1) \cup S(m^2) \]

if $m^1$ is in cluster 1 then
  Sort jobs in $A$ in increasing order of $p_{1,j}/p_{2,j}$
else
  Sort jobs in $A$ in increasing order of $p_{2,j}/p_{1,j}$

Initialize $S$ with one empty set for $m^1$ and $m^2$

while $A \neq \emptyset$ do
  Select first job in $A$
  if $C(m^1) \leq C(m^2)$ then
    $S(m^1) := S(m^1) \cup \{j\}$
  else
    $S(m^2) := S(m^2) \cup \{j\}$
  $A := A \setminus \{j\}$

return $S$

Algorithm 7: DLB2C

Data: $m$, the host machine
Data: $J(m)$ Set of jobs initially on $m$

Result: $C(J(m)) \leq 2 \times \text{OPT}$

while true do
  Select $i \in M$
  if $i$ is in the same cluster as $m$ then
    Apply Greedy Load Balancing to $i$ and $m$
  else
    $M_1 := \{m\}$
    $M_2 := \{i\}$
    Apply CLB2C to $M_1$ and $M_2$ with the set of jobs $J(m) \cup J(i)$

From these we conclude that

\[ \forall j^1 \in S^1, \forall j^2 \in S^2, p_{1,j^1}/p_{2,j^1} \leq p_{1,j^2}/p_{2,j^2} \quad (3) \]

Let $i_{\text{max}}$ be a machine such that $C_{\text{max}}(S) = C(i_{\text{max}})$. Without any loss of generality, we assume that $i_{\text{max}} \in M^1$. Let $j_{\text{max}}$ be a job assigned to $i_{\text{max}}$ such that $p_{1,j_{\text{max}}}/p_{2,j_{\text{max}}} = \max_{j \in S^1} p_{1, j}/p_{2, j}$. Let $C^1 = C(i_{\text{max}}) - p_{1,j_{\text{max}}}$. Since Greedy Load Balancing has been applied between the machines of the same cluster, we have the property

\[ \forall i \in M^1, C^1 \leq C(i) \quad (4) \]

Let $C^2$ and $i^2$ be such that $C^2 = C(i^2) = \min_{i \in M^2} C(i)$. Using the same reasoning by contradiction as in the proof of Theorem 6 with $\alpha = p_{1,j^1}/p_{2,j^1}$, we get $\min(C^1, C^2) \leq \text{OPT}$.

Let us consider an execution of CLB2C between $i_{\text{max}}$ and $i^2$.

- if $j_{\text{max}}$ is not the last job placed by the algorithm, then $j_{\text{max}}$ has been compared to a job which has been placed afterward, so $C^1 + p_{1,j_{\text{max}}} \leq C^2$ but $C^1 + p_{1,j_{\text{max}}} \geq C^2$ (because $C^1 + p_{1,j_{\text{max}}} = C_{\text{max}}(S)$).
- Hence $C^1 \leq C^2$ so we deduce $C^1 \leq \text{OPT}$ and with $p_{1,j_{\text{max}}} \leq \text{OPT}$ we have $C_{\text{max}}(S) \leq 2\text{OPT}$.
- if $j_{\text{max}}$ is the last job placed by the algorithm, we have $C^1 + p_{1,j_{\text{max}}} \leq C^2 + p_{2,j_{\text{max}}}$.
- Hence $C_{\text{max}}(S) \leq 2\text{OPT}$.

In both cases we have $C_{\text{max}}(S) \leq 2\text{OPT}$. □

VII. Dynamic equilibrium of DLB2C

DLB2C has a guaranteed performance according to Theorem 7 only if the schedule it generates is stable; that is to say when there are no more pair wise exchange possible. The proof can be extended to the non stable cases as long as the machine $i_{\text{max}}$ (as defined in the proof) can not exchange jobs with any other machine. Unfortunately, the algorithm might not converge. In the remainder of this section, we study the properties of the dynamic equilibrium of DLB2C using a markovian model and simulations. First we show the algorithm might not reach a static equilibrium.

Proposition 8. In some cases, DLB2C does not converge to a stable solution.

Proof: Figure 1 presents an instance of the problem with 5 jobs and 3 machines organized in 2 clusters. The details of the instance is given in Figure 1(d). With a particular initial distribution of the jobs to the machines, the algorithm is trapped in a cycle between the three schedules given in Figure 1(a), 1(b) and 1(c). □
A. Modelling the one cluster case

We consider the use of algorithm DLB2C on only one cluster of \( m \) machines. Since there is only one cluster, the amount of work is fixed and equal to \( \sum p_i \), and the longest task is of size \( p_{\text{max}} = \max p_i \). For the purpose of this section, we represent the state of the system at any time by an integer load vector \( L = \{L_1, \ldots, L_m\} \), \( L_i \) being the load of machine \( i \). A load vector is valid under two conditions \( \forall j, L_j \geq 0 \) and \( \sum_j L_j = \sum p_i \). The makeSpan of a load vector is simply the value of its largest dimension \( C_{\text{max}} = \max L_j \).

The DLB2C algorithm can transform a valid load vector \( L \) into another valid load vector \( L' \) under the conditions:

- Only two machines are impacted: \( \forall j \neq j_1, j_2, L_j = L'_j \)
- The load is conserved: \( L_{j_1} + L_{j_2} = L'_{j_1} + L'_{j_2} \)
- The new imbalance is bounded: \( |L'_{j_1} - L'_{j_2}| \leq p_{\text{max}} \)

This relation allows us to represent an instance of the one cluster case by a directed graph where the vertices are valid load vectors and where there is a directed edge between \( L \) and \( L' \) if DLB2C can transform \( L \) into \( L' \). Notice that this model relaxes the notion of tasks in the sense that there is no more task assignment but simply a load assignment. That is to say, there might not exist an actual task assignment that maps to that particular load. However, one can easily convince herself that the following stays meaningful.

A load vector is perfectly balanced if \( \forall j, \left\lfloor \frac{\sum p_i}{m} \right\rfloor \leq L_j \leq \left\lceil \frac{\sum p_i}{m} \right\rceil \). Notice that all the perfectly balanced load vectors are equivalent up to a reordering of the dimensions of the load vector. The directed graph constructed above can be decomposed in many strongly connected component.

However, only one component has no outgoing edges, we call this component the sink component.

**Theorem 9.** The sink component is the only strongly connected component that does not have any outgoing edges. And this component contains the perfectly balanced state(s).

**Proof:** First notice that all the perfectly balanced vectors are within the same component since they have the same number of dimension with value \( \left\lceil \frac{\sum p_i}{m} \right\rceil \) and with value \( \left\lfloor \frac{\sum p_i}{m} \right\rfloor \). One can go from one perfectly balanced vector to an other one by appropriately balancing the offending dimensions. Therefore, one can reduce all the perfectly balanced state to a single one.

The theorem is proven by showing that from each load vector there is a path to the perfectly balanced state. Therefore, the sink component is the only one without outgoing edges.

Let \( L \) be a load vector with \( C_{\text{max}} > \left\lceil \frac{\sum p_i}{m} \right\rceil \). Let \( j_{\text{max}} \) be such that \( L_{j_{\text{max}}} = C_{\text{max}} \) and \( j_{\text{min}} \) be such that \( L_{j_{\text{min}}} = \min_j L_j \). When \( j_{\text{min}} \) and \( j_{\text{max}} \) are balanced, the load vector can become \( L' \) with \( L'_{j_{\text{max}}} = \left\lceil \frac{L_{j_{\text{max}}}}{2} + L_{j_{\text{min}}} \right\rceil \), \( L_{j_{\text{min}}} = L_{j_{\text{max}}} + L_{j_{\text{min}}} - L'_{j_{\text{max}}} \) and \( \forall j \neq j_{\text{max}}, j_{\text{min}} L'_{j} = L_j \).

If the makespan of \( L' \) is \( \left\lceil \frac{\sum p_i}{m} \right\rceil \), then the theorem is proven. Otherwise, there are two cases: either the makespan strictly decreased \( \max L'_j < C_{\text{max}} \). Or it stayed the same \( \max L'_j = C_{\text{max}} \); but in this case the number of values in \( L' \) equal to \( C_{\text{max}} \) is one less than in \( L \), by repeating this process, the makespan will eventually decrease. This creates a path from \( L \) to a perfectly balanced load vector.

**Theorem 10.** All the load vectors in the sink component have a makespan smaller or equal to \( \frac{\sum p_i}{m} + \frac{m-1}{2} p_{\text{max}} \).

**Proof:** Let us assume that \( X \) is the maximum makespan of a load vector \( L \) of the sink component. Because of the condition that the new imbalance is bounded, the relationship encoded by the edges of the graph there exist a machine \( j \) with a load greater than (or equal to) \( X - p_{\text{max}} \) (could be 0). If that machine could reach a higher load without taking work from the machine that reaches the maximum makespan, \( X \) would not be maximal. Therefore, we can recursively find machines with load equal to \( \max(X - k p_{\text{max}}) \) for all \( k \in [0..m-1] \). But, \( \sum p_i \geq k \sum_{k=0}^{m-1} X - k p_{\text{max}} \) thus \( X \leq \frac{\sum p_i}{m} + \frac{m-1}{2} p_{\text{max}} \).

This analysis tells us that, eventually, the state of the system will enter the sink component. Even if there exists states in that component with really large makespans, the system can only reach such a state by carefully choosing pairs of machines to balance to reach this worst case scenario. In practice, the pairs of machines are chosen randomly and this worst case scenario is unlikely to be reached.

We transform the graph of states into a Markov chain.
by introducing probabilities for transitioning from one state to the other. We set the probabilities so that the rebalanced pair of machines \( j_1, j_2 \) is chosen uniformly. Once this pair is chosen and balanced, the remaining imbalance is also uniformly chosen in \( \{0, \ldots, p_{max}\} \). Because there is only one sink component to the underlying graph, we can reduce the analysis to that component. The stationary distribution of the chain is well defined.

We expanded the graph for various parameters of \( m, p_{max} \) and \( \sum p_i \). We set \( \sum p_i \) so that the maximum imbalance given in Theorem 10 can be reached. We numerically computed the stationary distribution of the Markov chain using an iterative method. With the stationary distribution, we computed the probability distribution of the makespan in the steady state. The computational cost quickly increases with \( m \) and \( p_{max} \), making larger run prohibitively long. However we will see that we can safely extrapolate our conclusions from relatively small values.

Figure 2 presents the distribution of makespan numerically computed for \( m = 6 \) and various values of \( p_{max} \) and for \( p_{max} = 4 \) and various values of \( m \). The makespan is normalized so that the X-axis shows the deviation of the makespan from the optimally balanced case as a factor of \( p_{max} \). It is striking that the distributions are unimodal and the mode is 0.5. All the distributions are qualitatively the same. Increasing \( p_{max} \) only smoothen the shape of the distribution (see Figure 2(a)). This allows us to confidently look at a reasonably small value of \( p_{max} \) in Figure 2(b).

When the number of machine increases, the probability that the makespan is before the mode decreases and that it is after the mode increases. However, in all computed cases, \( C_{max} \leq \sum p_i/m + 1.5p_{max} \) with very high probability.

### B. Simulation

To perform an analysis of the performance of the algorithm in the heterogeneous case and compare them to the one obtained in the homogeneous one, we developed a simulator that implements CLB2C and DLB2C (Algorithms 5 and 7). We focus on two clusters of similar size: there are often one or two CPU and one GPU per machine. As the clusters are composed of homogeneous machines, and because the clusters behave differently for each job, only the size of the cluster matter: The time to execute a job on each cluster is a probability distribution (see Figure 2(a)).

This also means that this value is reached with less than 4 normal results in the homogeneous case. However, if we look at the evolution of \( C_{max} \) over time (Figure 4), we observe runs that quickly reach a value and oscillate around it. Even if there is no stability in the run, variations stay close to the minimum value the run has reached. We can see similarities between the runs on an homogeneous cluster and two different clusters: both have some stable runs and some cycles, they both quickly reach a makespan a lot smaller than the initial one. The variations are more intense on two clusters as there are more possibilities for better solutions. But the homogeneous and heterogeneous cases are qualitatively similar.

We now focus on the number of exchanges per machine needed to reach a makespan better than 150% of the makespan obtained with \( CLB2C \) (we denote this value as 1.5\text{cent} for the first time (Figure 5). This threshold is hopefully much smaller than 3 times the optimal makespan (\( CLB2C \) is a 2-approximation). For all experiments, the jobs were created using a uniform distribution on \([1;1000]\) to define their length. In the case of two clusters of 64 and 32 machines and for one homogenous cluster of 96 machines. For each experiment, 768 jobs were used, they have length uniformly taken in the interval \([1;1000]\).
communications per machine (about 400 communications). When the size of the cluster increases to 512 and 256 machines (8 times more), 90% of the machines reach 1.5\text{cent} for the first time in less than 5 exchanges per machine. The shape of those results is similar to the one obtained for one homogeneous cluster of 96 machines, except for the fact that the initial distribution of jobs in the homogeneous case is more likely to be close to an optimal situation: there are less possibilities for the algorithm to optimize the distribution.

VIII. CONCLUSION

In this work we studied how to balance the load of an heterogeneous cluster using decentralized algorithms. Classical submission time methods and work stealing based methods are unlikely to achieve desirable properties. Also general methods are unlikely to be found, we investigated two different cases. \textit{MJTB} is useful when the number of types of jobs is limited and has an approximation ratio equal to the number of types of jobs considered. In the case of a cluster with two types of machines (such as a CPU-GPU cluster), we proposed \textit{DLB2C} which is a 2-approximation ratio if the algorithm converges. However, we showed that it might not converge and we studied its dynamic equilibrium using a Markov model and simulations. The Markov model provides a theoretical distribution of the makespan when there is only one cluster which highlights that the makespan typically stays within a factor 2 of the optimal. The simulation shows that the one cluster and two cluster case behave similarly. It also shows that the two cluster cases reaches good solutions within a few iterations. Even without converging, \textit{DLB2C} is a sensible algorithm to use.

Providing strong theoretical evidence that the distributions of the makespan obtained by \textit{DLB2C} is suitable and its extension to more than two clusters of machines are possible future works. Of course, designing another decentralized algorithm that converges to a provably good solution remains our main goal. Also the current model ignores the amount of tasks exchanged; minimizing the number of tasks exchanged (or network usage) would certainly be of interest.
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Figure 5. Study of time to reach a makespan less than $1.5\text{cent}$. The number of iterations is normalized with respect to the number of machines. Most cases reaches the threshold within 5 pairwise exchanges per machine.


