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Objectives. To provide a comprehensive workflow to identify top influential health misinformation about Zika on Twitter in 2016, reconstruct information dissemination networks of retweeting, contrast misinformation from real information on various metrics, and investigate how Zika misinformation proliferated on social media during the Zika epidemic.

Methods. We systematically reviewed the top 5000 English-language Zika tweets, established an evidence-based definition of “misinformation,” identified misinformation tweets, and matched a comparable group of real-information tweets. We developed an algorithm to reconstruct retweeting networks for 266 misinformation and 458 comparable real-information tweets. We computed and compared 9 network metrics characterizing network structure across various levels between the 2 groups.

Results. There were statistically significant differences in all 9 network metrics between real and misinformation groups. Misinformation network structures were generally more sophisticated than those in the real-information group. There was substantial within-group variability, too.

Conclusions. Dissemination networks of Zika misinformation differed substantially from real information on Twitter, indicating that misinformation utilized distinct dissemination mechanisms from real information. Our study will lead to a more holistic understanding of health misinformation challenges on social media. (Am J Public Health. 2020;110:S340–S347. https://doi.org/10.2105/AJPH.2020.305854)

See also Chou and Gaysynsky, p. S270.

Social media have become real-time sources of information on various fields, including health and medical-related topics.1–2 Contents on a social media platform, such as Twitter, are mainly user-generated, and the lack of effective fact-checking mechanisms makes social media susceptible to propagations of misinformation. Infiltration and proliferation of health-related misinformation on social media, especially during health emergencies, is a serious threat to people and the entire society.3 Misinformation about vaccines,4–6 Zika,7 tobacco, vaping, and marijuana products8 are a few examples that demonstrate the health-related misinformation problem on social media.

While social media can be an effective tool to enhance people’s health literacy,9,10 they are also a rich resource to study the public’s perspectives and reactions toward various topics.11–14 Infosurveillance systems aim to strengthen the capacity of the public health community by closely monitoring online discussions of health topics15–18 and detecting misinformation.19 State-of-the-art analyses of misinformation dissemination on social media mainly seek 2 purposes: (1) analyzing the information cascade20,21 and (2) identifying misinformation.22–26 In the first direction, computational modeling is used to investigate the virality and spread of misinformation. In the second direction, different attributes, mainly context-based, are examined to identify misinformation.23,24,27–33 Nevertheless, developing such systems based on textual content is challenging.34 The content can be altered to appear real to avoid being detected by automated algorithms.35 We suggest that content is only 1 aspect of the comprehensive health misinformation challenge on social media. Therefore, relying on textual content alone is not adequate. There is an emerging need to understand health misinformation from more aspects, including the content, the users who are involved, and the social media environment as an interconnected entity.

One of the key approaches to investigate an infectious disease outbreak is to track the trajectory of the epidemic. In this study, we defined the dissemination of a particular piece of misinformation as a dynamic process in which the original post (e.g., a tweet) is propagated by retweeting in an information-dissemination network (colloquially referred to as “network” hereafter). Retweeting shows that the user recognizes the importance of the original post and is willing to disseminate the piece of information. Therefore, we focused on retweeting as the information dissemination method.36
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We use the 2016 Zika epidemic as a case study when health agencies had prominent presence on social media to share the latest findings and guidelines. However, uncertainty about this epidemic and overlapping events such as the 2016 US presidential election and the Olympics in Rio de Janeiro, Brazil, opened the door for misinformation. In this study, we first established an operational definition of health-related misinformation and identified the most popular Zika misinformation tweets. We then developed an algorithm to infer and reconstruct information dissemination networks of top Zika misinformation and comparable real-information tweets. Afterward, we applied network analyses to extract network structure metrics for both groups. We investigated how network structures differed quantitatively. This study leverages our understanding on the mechanism of health misinformation dissemination on social media and how it might have outcompeted real information. Eventually, the insights from this project will help with the development of more effective health communication strategies on social media against various misinformation.

METHODS

We chose the entire year of 2016 (January 1–December 31, 2016) as the sampling period for this study. This time period covered the major milestones in Zika epidemic timeline, including the World Health Organization’s (WHO’s) initial warning of Zika across the Americas, the official declaration of the public health emergency of international concern, and the end of the public health emergency of international concern. Using Zika as the keyword, we collected a total of 3.7 million English-language tweets in and retweets published in 2016 via the Gnip application programming interface through our university’s data science program. This data set was complete, including all English-language Zika discussions on Twitter in 2016. Therefore, our data set provided a more comprehensive and unbiased view of the public discourse of Zika on Twitter in 2016.

Misinformation Identification and Relevant Information Matching

We ranked all original Zika tweets on the basis of the number of received retweets, from highest to lowest. Following this descending order, we selected the top 5,000 most retweeted tweets as the sample pool. Then we established an operational definition of misinformation such that the information in the tweet was not evidence-based. We used peer-reviewed journal articles and conference proceedings, government and health agencies’ (e.g., Centers for Disease Control and Prevention and WHO) reports and statistics, and fact-checking Web sites to evaluate the validity of the tweet. After we identified misinformation in the top 5,000 pool, we identified another group of comparable tweets with real information based on their posting time and number of retweets. A detailed description of how this definition was operationalized, assurance of reliability, and examples are provided in Appendix A (available as a supplement to the online version of this article at http://www.ajph.org).

We acquired metadata of each original tweet as well as all its retweets, including posting date and time, user names involved, and followees–followers information. We used them to track information dissemination, construct networks, and conduct subsequent analyses.

Computing and Interpreting Important Network Metrics

Once the network was constructed for each tweet, we computed and compared important network metrics highly relevant to information dissemination both within and between the 2 groups. In this study, we extracted total of 9 metrics: network reach (REA), network influence (NIF), diameter (DIA), density (DEN), modularity (MOD), Wiener index (WEI), structural virality (VIR), top out-degree centrality (OUT) score, and top betweenness centrality (BET) score. These metrics quantified and characterized network structures from different aspects and across network levels. Here we provide a succinct description of these metrics; more detailed technical explanations are in Appendix C (available as a supplement to the online version of this article at http://www.ajph.org).

- REA of a network measured the number of unique vertices (i.e., unique user accounts in this network).
- NIF (also known as network size) represented number of all vertices. If each user name retweeted exactly once, then REA should equal NIF. A larger difference between REA and NIF indicated that some user names in the network had retweeted more than once.
- DIA was the shortest distance between the 2 most distant vertices in the network.
- VIR measured average distance between all pairs of vertices in the network.
- DEN measured proportion of potential relationships that actually existed in the network.
- WIE was sum of the shortest paths between all pairs of vertices.
- MOD measured likelihood of dividing a network into potential clusters (i.e., subgroups), within which vertices were highly connected, but loosely connected among subgroups. MOD was a local-level network metric.
- OUT measured how much influence a single vertex had in terms of generating retweets to further spread information. We calculated the entire OUT distribution and presented the largest OUT value of all retweeters in a network.
- BET quantified the importance of the vertex in terms of the connectivity of the network. Larger BET indicated a more critical role in maintaining network stability. We showed the largest BET value.
In summary, these network metrics comprehensively characterized different aspects of networks at multiple scales, from overall global network level (REA, NIF, DIA, VIR, DEN, and WIE) to local cluster level (MOD) and all the way down to individual vertex level (OUT and BET). Although there were other network metrics, these 9 metrics were especially critical for information dissemination from original posting user account to other retweeting vertices in the network.

**Network and Statistical Analyses**

We compared network metrics between the 2 groups by using the Kolmogorov–Smirnov test to identify any significant differences in distributions of these metrics. We performed data retrieving, processing, and network reconstruction in Python version 3.7.3 (Python Software Foundation, Beaverton, OR). We carried out network and statistical analyses in R version 3.5.0 (R Foundation, Vienna, Austria) with additional packages. All input data and codes are freely available upon request.

**RESULTS**

We focused on the most popular tweets about Zika in this study. We defined popularity as number of retweets received of a given tweet. We considered a tweet to be popular if it was retweeted at least 50 times. About 5000 tweets in our data set had retweets above this cut off. Among the top 5000 most retweeted Zika tweets in 2016, we identified and verified a total of 400 tweets that contained misinformation. Among them, 266 tweets included adequate metadata to reconstruct the information dissemination networks. Not all metadata were available because of data loss, including user accounts banned by Twitter, content removed by Twitter, or the user actively retracted the original post for various reasons. The comparison group of real information contained a
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**FIGURE 1**—Temporal Heterogeneity in Retweeting Activity in Zika Real and Misinformation Groups: 2016

*Note. The y-axis (time) is in a natural logarithm scale. The x-axis (percentage of retweets received) is not positioned by their absolute numbers. On average, misinformation (red) needed a much shorter time to receive 50% of all its retweets compared with real information (black), but a significantly longer time to achieve 90% and higher.*
total of 458 tweets that occurred within similar dates of posting of misinformation tweets and had similar number of retweets of misinformation. To avoid potential selection bias, we did not make a 1-to-1 match of real Zika tweets.

Temporal Variability in Information Dissemination Dynamics

There was substantial temporal variability in the retweeting dynamics between misinformation and real-information groups (Figure 1). It took a significantly shorter time for misinformation to receive 50% of all retweets ($T_{50} = 334$ min for misinformation; $T_{50} = 448$ min for real information; $P < .001$) according to the 2-sided t-test). The difference was minimal to receive 75% of all retweets ($T_{75} = 916$ min for misinformation; $T_{75} = 898$ min for real information; $P = .93$). Interestingly, it then always took a significantly longer time for misinformation to receive 90% of retweets ($T_{90} = 2580$ min vs $T_{90} = 1795$ min; $P = .03$), 95% of retweets ($T_{95} = 4739$ min vs $T_{95} = 2824$ min; $P = .001$), and all retweets ($T_{100} = 34869$ min vs $T_{100} = 22340$ min; $P < .001$). Misinformation attracted at least half of all retweets within a relatively short period of time to make it more viral. Afterward, misinformation might be deliberately retweeted to keep their visibility over a longer time span. Based on these observations, we chose the time until the last retweet to construct the network, as it provided the most complete view of retweeting activity.

Network Metrics of Real vs Misinformation Groups

We reconstructed retweeting networks for each tweet in real and misinformation groups. Examples of dynamic network structures are provided in Figure 2 for both misinformation and real information.

The distributions of important network metrics of both groups are presented in Table 1. For demonstration purpose, we scaled all network metrics between 0 and 1 with feature scaling. Actual numeric summary statistics are shown in Table 1. None of these distributions approximated normal distribution, showing high skewness and kurtosis as well as possible multimodality. This indicated large within-group variability of network structures. All network metrics’ distributions differed

Note. These networks demonstrated how misinformation and real information infiltrated among retweeters. The relative contribution of users could be quantified by their centrality scores. Note that in this example, real information may have been disseminated by potential bots. Therefore, bots are not necessarily associated with misinformation exclusively.
The VIR, which focused on average path length, was also significantly higher in the misinformation group, indicating that vertices were generally farther apart in the network. This finding reinforced our previous finding that misinformation involved more direct user-to-user, or small cluster-to-cluster information dissemination than hierarchical dissemination through layers in the real-information group.

The NIF and REA were similar metrics in which REA focused on unique retweeters. The misinformation group had both significantly smaller REA and NIF. In addition, about 30% of misinformation tweets had a same vertex retweeted at least twice, which was substantially higher than in the real-information group (<10%). This could be an intentional propagation strategy to disseminate (mis)information on social media. However, the risk of such strategy was that Twitter might detect it and take actions. Therefore, having multiple user names to retweet the same content together would be a more effective way for information dissemination than having the same user name to retweet the same content multiple times.

For the WIE, the misinformation group had significantly smaller values on average. This indicated that misinformation-retweeting networks could have more star-like local clusters, which reduced the WIE. This was also consistent with our previous finding that the misinformation network had more local clusters and a larger MOD value. However, this finding seemed to contradict the previous finding that, on average, DIA was actually larger in the misinformation group. The actual distribution of WIE in the misinformation group was the key to solve this dilemma (Table 1). For the misinformation group, the WIE distribution had more than 1 prominent peak (i.e., multimodal). While some Zika misinformation networks had overall smaller WIEs, a few networks had substantially larger WIEs, a few networks had multimodal distributions. This might be due to the fact that propagators exploited 2 seemingly contrasting strategies: first, using a star-like network with a very small WIE (much less frequently observed in the real-information group); second, using chain-like dissemination network with a large WIE. In addition, there were hybrids of these strategies to
disseminate misinformation farther out. For example, propagators of misinformation might create an initial burst of retweets, shown as local stars in the network, which attracted more grass-roots users to help pick up the trend and retweet one after another. However, we did not observe such a sophisticated arrangement in the real-information group.

At the local network level, we saw higher modularity more frequently in the misinformation group, indicating that users who retweeted misinformation tended to form smaller, local clusters to disseminate the information. Therefore, Zika misinformation was more difficult to tackle with traditional mitigation strategies. Multiple smaller clusters reduced the risk of removal of some clusters, as other clusters served as alternative routes for information dissemination. By comparison, the real-information group had relatively smaller MOD. MOD in the misinformation group was more heavily skewed to the left, compared with that in the real-information group (Table 1).

At the individual vertex level, distribution of OUT in the misinformation group also had a strong multimodal pattern, indicating that many misinformation tweets involved a user with an extremely large outbound degree (centrality score > 200; Table 1) who might serve as potential online influencer or propagator. On the other hand, distribution of OUT in the real-information group was similar to a normal distribution. OUT of the misinformation group was more heavily right skewed in comparison with the real-information group. The vast majority of users in the misinformation group were not influential in relaying information.

For BET, top BET users in the real-information group had a significantly smaller BET score than that in the misinformation group (127 vs 1003). Therefore, these top BET users in the misinformation group were more important than their counterparts in the real-information group to maintain network stability, as higher BET score indicated a more critical role in information pass-through. While top OUT users could be identified relatively easily by their superficial activity of attracting many retweets, the top BET user, on the other hand, was much more difficult to detect unless constructing the network and performing centrality calculation for all vertices. Nevertheless, from a misinformation mitigation perspective, targeting top BET users could be a more effective way to stall or even completely shut off misinformation propagation than focusing on top OUT users.

To summarize, the misinformation group had distinct distributions of all of these network metrics from the real-information group, indicating significantly different dissemination network structures. Data mining of information dissemination networks could help health professionals and the general public better understand the dissemination process of health misinformation. In addition, these quantitative metrics could be utilized by health informaticians to develop more accurate infosurveillance and misinformation detection systems.

**DISCUSSION**

We developed an analytical framework to investigate health misinformation dissemination on social media. We provided an operational definition of health misinformation and constructed an algorithm to explicitly track how health (mis)information is disseminated on social media through retweeting networks.

We need to point out that our current knowledge about health topics evolves through time as more and more clinical, epidemiological, and other evidence becomes available—hence, the idea of “evidence-based.” The terms “real information” and “misinformation” should be used with caution because our current understanding might be falsified in the future. Timing of the discussion should be considered especially during an emerging health crisis such as the Zika epidemic. For example, we found that The Economist, a generally reliable source of information, tweeted in December 2016 that Zika is harmless to adults (the post was deleted) when there had already been clear evidence to show the causal relationship between Zika virus infection and Guillain–Barré syndrome in adults. Had the tweet appeared in early 2016 when the causal relationship was not yet established, it would not have been deemed as misinformation. As a consequence, an important follow-up of this study is to increase the health literacy in the society such that people learn how to check the validity of health information and why it is misinformation, and frequently update their knowledge about the health issues, instead of merely being told whether a piece of information is real or not.

We will further investigate user activity and attributes to identify bots and examine their effectiveness in dissemination of real and misinformation on social media. The example of a real-information dissemination network (Figure 2) is suspected to be facilitated by bots. In addition, we checked user verification status and only a small fraction were verified users. The real-information group had a higher user-verification rate (2%) than did the misinformation group (1.2%). This observation agrees with other studies showing a strong presence of established news agencies and health organization on Twitter during the Zika outbreak in 2016.

Other work is currently under way to investigate users’ activity through time and how this temporal dynamic reveals misinformation infiltration. In this study, we constructed a network $G$ of a given tweet at the end of all retweeting activities. As we showed large temporal heterogeneity both within and between groups (Figure 1), our algorithm is able to construct a dynamic network $G_t$ at given time $t$. If we detect a sudden rise in retweeting dynamics at time $t$, we can then construct a specific network by time $t$ to explicitly identify which user is causing the burst of retweets, quantify the user’s centrality scores, and work at the individual vertex level to further address the health misinformation epidemic on social media.

**Public Health Implications**

This study provided solid evidence on health misinformation dissemination patterns on Twitter, one of the most utilized social media platforms. Our analytical framework is universally developed and can explore other public health issues on social media. For example, we have studied genetically modified organism misinformation spreading on Sina Weibo, the largest Chinese social media platform. Other emerging and controversial health topics, including the current COVID-19 pandemic, are also being investigated with this framework.
Another key public health implication of this study is to extract important features of health misinformation, which are not directly identifiable from its content alone. We showed the importance to treat misinformation (pathogen), users (hosts), and social media (environment) as an interconnected entity—the Infodemiology Triad. Misinformation, like real pathogens, is not leaving no trace behind. This study substantially increased our understanding of misinformation dissemination dynamics. Furthermore, the rich data set can be used in conjunction with other features of misinformation (e.g., content, linguistic, and account–based) to build a comprehensive health–misinformation detector. In subsequent work, we will use state-of-the-art machine-learning methods to build such a classifier for public health use.

Conclusions

We investigated health-related real and misinformation disseminated on social media during a health emergency from a dynamic network perspective. We discovered that the 2 groups had distinct network structures, indicating their different dissemination patterns. Our work has shed light on developing more accurate health misinformation detectors. 
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