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Abstract—A reinforcement learning (RL) agent needs a fair
amount of experience to find a near-optimal policy. Transfer
learning has been investigated as a means to reduce the amount
of experience required. Transfer learning, however, requires
another similar reinforcement learning task as a transfer source,
which can also be costly in the amount of experience required.
In this research, we examine the possible “practice” approach
that transfers knowledge from a non-RL task to a target RL
task to avoid the expensive data sampling. We analyze how
practice captures the distributions of state and action spaces in
an environment. For this, we develop a novel learning approach
that acquires important samples from practice and then applies
them to a target RL task without changing learned bases. Results
show an improved learning efficiency through practice in classical
benchmark problems and limitations in OpenAI Gym problems.

I. INTRODUCTION

Natural intelligence is developed from acquired experience
and adaptation to new environments, resulting in the learning
of new knowledge. The repetition of this cycle constructs new
knowledge and sharpens acumen. Machine learning studies
have tried to mimic this behavior and have shown successful
transfer of knowledge in various domains. The benefits from
transfer learning in supervised learning have been shown in
textual data classification [22], natural language processing
[4], image classification [34], WIFI localization [35], spam
filtering and intrusion detection [8].

Transfer learning can boost reinforcement learning (RL) in
many tasks, such as video games [19], robot soccer [28], and
even the complex game of Go [25]. In reinforcement learning,
since the samples for training contain an agent’s behavior,
schemes in addition to simple parameter value transfer can
be adopted, such as smooth landing imitation [17], [6] and
advising [32], [31]. However, these approaches are limited
to knowledge exchange between two reinforcement learning
tasks. When the target task or the goal is not unveiled, it is
impossible to collect knowledge for transfer.

This study is motivated by Anderson, et al., [1] that have
shown that pretraining neural networks for state transition
prediction resulted in successful and more efficient training
of a reinforcement learning agent. By using simple weight
transfer, they examined how the transfer of learned weight
values contributes to the subsequent reinforcement learning
problem once the reinforcement signal is introduced. However,

with weights from pretrained networks, it is hard to understand
or explain how pretraining helps learning the successive tasks.

To better understand the benefits of practice, we focus
on recent studies with relevance vector machines (RVM) for
reinforcement learning tasks. Their additional analytical power
through a Bayesian interpretation can help us observe how
practiced knowledge assists successive learning. Lee and An-
derson [14] showed that function approximation with relevance
vector machines (RVM) can retrieve key experiences from
learning and the gradual knowledge augmentation improves
the robustness of learning. Also, they further improved the
framework with efficient continuous action sampling [13].
Rexakis and Lagoudakis [23] successfully use the sparsity of
an RVM classifier on their directed rollout classification policy
iteration (DRCPI-RVM) framework. Because of the sparse
nature of RVMs that capture the significant mass of an agent’s
experience, an RVM-based reinforcement learning framework
(RVM-RL) [14] can help us understand how state transition
prediction in Anderson, et al., [1] improves the performance of
reinforcement learning. For this, we use a modified version of
RVM-RL as a learning framework to collect the experiences
in practice to explain what knowledge an agent obtains from
practice and how it can be applied as a feature space for
reinforcement learning.

A major contribution of our work is examining the effect of
practice by an RL agent before starting to learn the solution
to an RL problem. As humans practice to develop faster
reactions or better performance in real situations, practice
in reinforcement learning even without any goal-directives is
expected to improve subsequent learning with reinforcement
signals. Additional experience with knowledge construction
from practice, in the form of sets of relevance vectors (RVs),
turns out to be the key reason that makes this work. We demon-
strate how practiced knowledge contributes to reinforcement
learning by fixing the RV bases with the suggested framework.
We will discuss this in detail in the following sections.

In Section II, we briefly summarize pretraining deep net-
works and RVM-based RL framework, and in Section III
we introduce our novel approach for practice and fixed-basis
training. Benchmark experiments and results of the proposed
approach are summarized in Section IV, and we discuss how
practice helps reinforcement learning and possible improve-
ment in Section V.



Fig. 1. Neural networks for state change prediction and Q estimation.
First, neural networks are trained to predict state changes. Then the role of
the final layer is changed from predicting state change to predicting future
reinforcement as the value of a Q function.

II. BACKGROUND

A. Pretraining Deep Networks for Reinforcement Learning

Anderson, et al., [1], demonstrated how learning the dynam-
ics of an environment can facilitate the learning of a Q function
in multilayered neural networks. For complex problems in
practice, pretraining neural networks can greatly reduce the
number of interactions with an environment that are required
to achieve good performance.

Fig. 1 explains how network weights are pretrained and
transferred for learning a Q function. To pretrain the neural
networks, state transition samples of state st, action at, and
next state st+1 are collected. From the samples, st and at are
used as input and st+1− st forms the target output to fit. The
scaled conjugate gradient (SCG) algorithm [20] was used to
train the network to minimize the mean squared error in the
outputs. For this pretraining stage, any reinforcement learning
related information such as rewards, goals or objectives is not
provided.

After pretraining the networks, a reinforcement learning
agent collects mini-batches of st, at, reward rt+1, st+1, and
at+1 samples. With these mini-batches, the pretrained neural
networks are further trained to estimate Q values by minimiz-
ing the Bellman error with SARSA [27] update. Again, the
SCG algorithm is applied. To lessen the chance of overfitting
with each mini-batch, the number of iterations of the SCG
algorithm is limited to a small number.

B. RVM-RL

To apply relevance vector machines (RVMs) [30] to rein-
forcement learning, Lee, et al., [14] extended a mini-batch
training framework, fitted-Q [24], to transfer learned RVs in
each step as illustrated in Fig. 2. The framework gradually
augments the experience to learn efficiently. From a collection
of mini-batch samples, an RVM is trained. After evaluating the
trained RVM according to its error in reinforcement prediction,
a heuristic decision is made to transfer the learned RVs to the
next mini-batch iteration or to discard the learned RVs. When
RVs pass this evaluation test, the target function approximator
is adapted by adding the RVs and by updating the weights
with stochastic gradient descent.

Fig. 2. RVM-RL learning framework. Based on the sparse solution from an
RVM, knowledge is gradually augmented and heuristics maintain the sparsity
after learning. The sparse solutions provide additional interpretation about the
learned policy.

In these series of learning steps, this approach resembles
models of redundancy elimination (infomax principle) [16], [7]
and the sequential building of encoded knowledge. Through
RVM optimization, we apply the principle of efficient coding
to represent knowledge. By transferring and updating the target
function approximation, knowledge is accumulated to help
find an optimal solution to a particular problem. That is,
RVM-RL gradually increases its knowledge about the RL task
from experience until it eventually reaches a good solution.
This knowledge accumulation has been tested in continuous
state benchmark problems. In the next section, an approach is
presented to quickly discover the core information to hasten
the learning process, which can lessen the required sampling
time.

III. RVM PRACTICE FOR REINFORCEMENT LEARNING

Here, we replace the term pretraining with the more gen-
eral term practice. We focus on discovering knowledge that
summarizes the dynamics of an environment. We adopt the
relevance vector machines to discover such knowledge. We
develop fixed-basis RVMs to examine the obtained knowledge
efficacy for efficient reinforcement learning. For this, we first
summarize the slight modifications to the RVM-RL framework
with a fixed-basis and describe how to incorporate practice
in the learning of an agent and how to apply this to actual
problems.

A. Fixed-basis RVM (fRVM)

For efficient learning, the fast marginal likelihood maxi-
mization algorithm for RVMs [30] adds or removes bases, as
defined by the set of RVs, to find the best fit that maximizes
the log-likelihood. However, when we already know the best
bases or alternative ones, it is not necessary to go through
the RV addition or removal process. Assuming that XRVM



Fig. 3. fRVM with preset RVs (red dots). Blue dots represent the training
samples and red line shows the prediction curve fit.

are relevance vectors, we can define the feature vector φ with
kernel k(·) as follows:

φ(x) = k(x,XRVM).

Now, we can alternatively compute the following weight mean
and covariance and prior distributions without modifying RV
bases. First, compute the mean and covariance of the weights.
Here, Φ, representing φ(x), is the similarity of x to the preset
relevance vectors:

µ = βΣΦ>t

Σ = (βΦ>Φ + αI)−1.

From the weight estimation, the hyper-parameters are com-
puted:

γi = 1− αiΣii,

αi ←
γi
µ2
i

,

β ←
N −

∑
i γi

‖t−Φµ‖2
.

Here, α and β represent the hyper-parameters for the prior
distribution of weights and target. γi is interpreted as a
measure of how well-determined the weight wi is by the data.
Φ can be defined as a matrix composed of training vectors
transformed by the basis function. t is the Q-learning target.

Fig. 3 shows the application of fRVM to a classic quadratic
sine curve fit problem from Tipping, et al., [29]. Manually
setting the seven fixed RVs, we can obtain good predictions
with the radial basis function (RBF) kernel parameter γk =
0.06 and tolerance 1× 10−3.

B. RVM-based Practice for RL

In the practice stage, a regular RVM predicts state changes
and discovers the relevance vectors for reinforcement learning
tasks. Our hypothesis is that learning the dynamics of the
world can result in the discovery of knowledge that can be ap-
plicable to reinforcement learning tasks. This was empirically

examined with deep networks [1]. We expect this will be the
same with a RVM function approximation. RVMs relate the
learned experience to input samples, so we expect to interpret
what was learned in the practice stage more easily than from
the pretrained neural network structures.

To improve the learning speed and examine the practice
contribution, we adopt fRVM-based reinforcement learning
that do not change RV bases. In previous section, we observed
fRVMs can fit well when the bases are known. From the
randomly explored or collected samples, we can train an RVM
to predict the next state or the difference between current
and next state. The learned RVM produces relevance vectors
that capture key dynamics of an environment. Assuming these
RVs are known bases, we can build a fixed-basis RVM
for reinforcement learning (fRVM-RL). Now the fRVM-RL
adjusts weights, so it estimates Q vales based on similarity
kernel features to the learned RVs.

In a reinforcement learning framework, we use fRVM as a
function approximator that estimates Q-values. Unlike RVM-
RL, it does not need to maintain multiple RVMs and does
not need to transfer RVs in each step. It simply updates
weights following the RVM update rules. Thus, after practice
results in good bases for reinforcement learning, fRVM-RL
can learn a policy very efficiently. Algorithm 1 describes the
learning algorithm for practice and fRVM-based reinforcement
learning.

Algorithm 1 RVM-Practice and fRVM-RL
Collect L samples of tuple (s, a, s′) using environment
dynamics.
Set regression target z = s′ or the state changes z = s′− s.
Train RVM and discover basis RVpractice and weights
wpractice.
Initialization: the basis sample XRVM and weights w of
fRVM with practiced RVpractice and wpractice.
Choose discounting factor γ ∈ (0, 1] and learning rate c.
for each mini-batch do

Select action at given state st by ε-greedy action selec-
tion. Apply at to arrive at st+1.
Observe N samples, (st,at, rt+1, st+1) at consecutive
time steps t.
Set target y = rt+1 + γmaxaQw,α,β(st+1, a)
Train fRVM
w = (1− c)wt + cwt+1

Decreases ε
end for

How to collect practice samples to improve the target
learning performance is a significant issue. Various practice
approaches can be investigated but in this paper, we focus
on previously examined state-transition dynamics samples and
random sample collection. First, we can use a simulation of
a dynamic system to generate samples. In this case, we can
have two different options for the regression target, the next
state or the difference between the next state and current state.
When using dynamics simulation, the next state is close to the



previous state and the samples are more likely dependent on
each other, which can require more samples for the practice
stage. With the state difference target, we can reduce the
required number of samples and increase the independence
of samples. Random sampling can be used when there is no
simulation model for dynamic sampling. Without knowing the
dynamics of the world, it randomly generates samples with a
certain distribution. Also, it can reduce the possible biased
sampling from simulated dynamics. However, it is difficult
to understand what it learned from this randomly sampled
practice by disconnecting correlation between st and st+1

since st+1 is not dependent on st and at. Further strategies
should be investigated for better practice models and efficient
reinforcement learning. We will discuss more about this issue
in following sections.

IV. EXPERIMENTS

We investigate the efficacy of RV bases that is built by
RVM-based practice with two classic reinforcement learning
benchmark tasks. The first task is the mountain-car problem
consisting of an under-powered car that must climb up a hill is
tested. For the second task, we test the pole balancing problem
in which a pole must be balanced by pushing on the cart to
which it is attached. We compare RVM-based practice meth-
ods on these tasks with the following RL algorithms. Neural
fitted-Q learning (NN) is a well-known successful learning
framework with a similar mini-batch learning structure. The
Gaussian process temporal difference (GPTD) algorithm has
a Bayesian structure similar to RVMs. Finally, RVM-RL is
included to allow the direct examination of the efficiency of
practice.

To examine the cases with large search space for practice,
we apply the proposed fixed RVM-RL to two Box2D problems
in OpenAI Gym. The first task is the lunar lander that controls
a spaceship control task that fires main and side engines
to smoothly reach on the landing pad. The second task,
car racing, is to learn how to control a car from the top-
down racing track image pixels. Both problems require large
amounts of exploration to obtain a good policy. Although
solutions are found for lunar lander, yet no one found solutions
for the car racing task. With these two examples, we discuss
the limitations of fixed bases learning approach.

A. Mountain Car

The mountain car is a popular dynamics problem that
controls an under-powered car that cannot climb directly up
the right hill, but must first be pushed up the left hill to gain
enough momentum to reach the goal at the top of the right hill.
Available actions are push forward (+1), push backward (-1),
and no acceleration (+0). The optimal solution that needs to
initially drive the car away from the goal makes the problem
harder. This continuous control dynamics are described in
detail in [26].

The state is represented in two dimensions: the car position
xt and its velocity ẋt. Following the classic mountain car, we
assign a reward −1 on each time step. When it reaches the

goal (xt = 0.5) at the top of the right hill, the agent gets the
reward 0 and is restarted from a random position. With this
random position restarting, the fixed number of samples are
collected for training. The described reinforcement function is
defined as follows:

rt =

{
0 if xt ≥ 0.5

−1 otherwise

For the practice stage, we randomly generate samples p =
(xt, ẋt) in the range of xt ∈ [−1.2, 0.5] and ẋt ∈ [−2.0, 2.0].
10 repetitions of the generation of 1000 practice samples result
in different numbers of RVs, ranging from 12 to 18. During
this practice stage, the RBF kernel parameter γk is set to 1.0,
and the maximum number of iterations is limited to 100.

The reinforcement learning discount factor γ is set to
0.9. To test with a small number of exploration actions,
we exponentially decrease ε from 1 to 0.1 with a factor
0.9885. With the decreasing ε, actions are chosen by ε-greedy
algorithm. This is repeated 1000 times. The mini-batch of
1000 steps is used to update the fRVM weights for Q function
estimation. This is repeated for 200 mini-batches. For fRVM-
RL training, we preset the fRVM with the RVpractice achieved
from the practice stage. The RBF kernel parameter γk is not
changed from 1.0 to accommodate the achieved knowledge.
The learning rate c = 0.2 was best-performing in our pilot tests
and used for the mountain car task tests. The fRVM maximum
number of iterations is set to 10. Neural networks with two
hidden layers, each of 20 units, are chosen for comparison.
Moller’s scaled conjugate gradient optimization algorithm [20]
was limited to 20 iterations to avoid overfitting. For GPTD,
the RBF kernel parameter γk = 0.01, the accuracy threshold
v = 0.1, the convergence threshold η = 1× 10−4, and initial
standard deviation σ0 = 0.1 result in the best performance.

fRVM updates only the weights in the middle of training,
and as we can see in Fig. 4, fRVM-RL quickly finds the
best policy. Comparing the convergence point, fRVM-RL with
practice converges to good performance with 100 fewer mini-
batches than the previously best performing algorithm, RVM-
RL. Since we start ε = 1, we observe that the starting points
of the curves are not different, and the transferred weights
are not utilized for jumpstart test. However, by not adding
or removing bases in the middle of training, the training is
simplified with linear weight updates that reduces learning
time considerably. Most of all, this exemplifies the RV bases
obtained from practice well capture the distributions of main
factors for correct Q estimation.

B. Pole Balancing

Adding a pole to a cart that swings in two dimensions,
Barto, et al., [2] first introduced the benchmark pole-balancing
problem. The objective is to apply forces to a cart in a given
track and to keep the pole from falling over. Three actions to
control the cart are defined: move left, move right, and apply
zero force. We define this problem as a continuing task with
discounting factor γ, so the goal is to maintain the pole upright
as long as possible.



Fig. 4. Average of steps to reach the goal in mountain car problem. The
average curve line is computed from 10 experiments. Practice reduces the
required number of samples greatly. 1000 samples (the number of steps in one
minibatch) are used for practice. The shaded areas represent 95 % confidence
interval. .

The state of this system is four dimensional: the cart position
xt, its velocity ẋt, the pole angle θt, and the angular velocity
θ̇t. When the angle θt = π, the pole is upright. The reward
function is defined in terms of the angle as follows:

rt =

{
1 if |θt − π| < π

3

0 otherwise

Thus, when it can balance the pole through the simulation
time, the optimal policy will lead to an average reward of 1.0.

For the practice stage in the pole balancing environment,
we use dynamic simulation and train an RVM to predict state
changes. 100 practice samples are good enough to produce
the necessary bases for fRVM-RL training. In 30 practice
stages, RVMs produced from 7 to 20 of RVs. For practice, the
RBF kernel parameter γk = 20, and the maximum number of
iterations is limited to 100.

All tests share the discount factor γ = 0.99 and decrease ε
from 1.0 to 0.1 exponentially. For training, 100 mini-batches
with 1000 samples each are collected. fRVM-RL uses the RBF
kernel parameter γk = 20 and the learning rate c = 0.2.
The best parameters for the neural networks and GPTD were
found from pilot tests. Neural networks with 10 units in each
of two hidden layers was the best performing structure with
the maximum number of iterations for SCG was set to 80.
GPTD performed best when v = 1×10−5 and η = 0.1 Initial
standard deviation σ0 = 10 and the RBF kernel parameter γk
is set to 1 × 10−5. As we can see in following results, even
with the best parameters, we cannot make the two function
approximators work in 100 minibatches. They required twice
as many samples to find an optimal policy.

Similar to the mountain car task, we can observe that
practice greatly contribute establishing good basis for rein-
forcement learning function approximation. The fRVM-RL

Fig. 5. Average of rewards for each episode in cart-pole balancing. Again,
practice helps to converge quickly at the optimal policy. 100 samples (10 %
of the number of steps in one minibatch) are used for practice. The shaded
areas represent 95 % confidence interval.

quickly reaches the optimal point and steadily converges.
Comparing to RVM-RL, fRVM-RL can save more than 40
mini-batches that contain more than 40,000 samples. For the
pole balancing task, we found that adding 100 samples for
practice results in learning good performance quickly, reducing
the number of samples needed to approximate Q function
correctly by 40,000 samples.

C. Racing Car and Lunar Lander

To examine the efficacy of practice in complex problems,
we applied the fRVM-RL to Box2D problems in OpenAI
Gym such as CarRacing-v0 and LunarLander-v2. In the
LunarLander-v2, an agent chooses one of four actions: noth-
ing, fire left orientation engine, fire main engine, and fire right
orientation engine. The goal is landing the craft on the landing
zone smoothly. Thus, the reward between 100 and 140 is given
when it lands near zero speed. When it lands in the goal and
rests, it gets additional 100 while it gets −100 when it crashes
on the surface. Firing main engine cost -0.3, and each leg
contact to ground gives 10.

For this problem, most samples that are collected during
practice are only the crashing on the surface. Thus, without
strategic practice sampling, it gathers samples without any
positive bases around the high rewarding states, and resulting
bases make feature values to near-zero, preventing a good
estimation of Q values.

This problem gets worse in CarRacing-v0. CarRacing is
a problem that controls a racing car from the top-down
image of the racing environment. An agent controls steering,
acceleration and deceleration. The states are represented by 96
by 96 image pixels, and each frame costs -0.1 reward value.
Visiting each track tile is worth 1000/N when the number of
track tiles are N .



Similar to LunarLander-v2, CarRacing practice does not
sample enough. Mostly it gathers samples around the starting
position and makes it hard to estimate Q values when a car
travels far from the starting region with zero feature values.
Thus, more strategic practice approaches are required for
complex domain problems. We will discuss this issue in next
section in detail.

V. DISCUSSION

From the results in the previous section, two questions arise.
How does the kernel parameter affect learning? After fRVM-
RL training, does it select right basis only for the RL task?
We discuss these questions in this section.

A. Analysis of Practice

To answer the first question, we plot Fig. 6. The blue line
represents the mean of the area under the mean reward curve.
For this plot, 10 test results for each γk value are collected.
The red line and green line represent the number of RVs after
practice and active RVs after RL-train. Here, the number of
active RVs are recorded by counting the weights greater than
1.0× 10−5 in magnitude.

As γk grows, the base width for RBF gets smaller, which
results in more of RVs. However, the number of active RVs
decreases because only task-related bases will capture the
significant mass [33]. Thus, we can observe that with an RBF
kernel, the selection of the kernel parameter greatly affects
basis construction and reinforcement learning performance.

Another observation from Fig. 6 is the difference between
sampling methods. With random sampling, the practice stage
generates a larger number of RV bases while dynamic sam-
pling eliminates unnecessary RVs. In the case of next state
prediction, the small state change makes the sample similar
to existing bases so that it can discard similar RVs. With
state change prediction, the RVM can remove samples that do
not incur state changes, which can also result in a reduction
in the number of RVs. Interestingly, when a large number
of RVs are used as a fixed basis, the active RVs are spread
over almost all of the basis and the number is not reduced.
We can intuitively assume that this is caused by the small
likelihood that randomly generated samples coincide with the
true basis. This investigation answers the question that we
raised in our previous pretraining study with neural networks.
Random generation of samples seems to be less likely to
generate a good basis that is near-orthogonal.

B. Construction of Bases

A few authors have previously studied basis construction
for supervised learning or semi-supervised learning. Raina,
et al., [21] posed the self-taught learning approach that re-
quires the learned structure (or basis) from unlabeled data
to be applicable to labeled classification tasks. This enables
transfer from unsupervised learning to supervised learning
tasks by building a basis from unsupervised learning train-
ing. Deep learning [10], [9], [5], [3] pretrains hidden layers
of neural networks in unsupervised ways and learns the

(a) random sampling

(b) dynamic sampling - next state prediction

(c) dynamic sampling - state change prediction

Fig. 6. The effects of the RBF kernel γk selection with different sampling
and target options. The green dashed dot line represents the number RVs
after practice, and the red dashed line shows the number RVs with non-zero
weights. The blue line depicts the mean of the area under the reward curve.
The blue line is scaled on the left reward y-axis and the other two are scaled
on the right # RVs y-axis. Only average values are presented for clear reading
of plots. The variances of the number of RVs (green and blue) are less than
1 in (b) and (c) and less than 6 in (a). The range of variation in the reward
values is between 1.06 and 6.89.



network connectivity structures to be applicable to a target
supervised learning task. However, none of these considered
reinforcement learning tasks that learn from evaluations of an
agent’s behavior or reinforcements rather than from known
output labels. Anderson, et al., [1] first proposed constructing
neural network structures from state dynamics prediction for
reinforcement learning. However, it is difficult to interpret the
learned network structure. By using RVMs, we clearly see
the RV bases and how features are generated with a kernel
function. This increases the understanding of the learned bases
and environment dynamics.

Furthermore, by providing fixed-basis RVM, the approach
increases the efficiency of learning. Classical radial basis func-
tions [27], polynomial bases [12], and Fourier bases [11] work
well, but how to select a basis is not well understood. Learning
in a small source task, proto value functions (PVFs) [18]
automatically specify an ortho-normal set of basis functions.
This bases can be transferred to tasks with different goals or in
a slightly different state space. Practice poses a harder problem
and requires samples without reinforcements or objectives.
The RVM bases learned through practice can be transferred to
a broader range of tasks than PVFs.

When the RV bases are well-established from practice, they
support successful learning. As we discussed earlier, when
unstable sampling or learning parameters are chosen, it is
possible to learn poorly on reinforcement learning tasks. For
efficient practice, we can investigate 1) kernel methods for
reliable basis construction, 2) practice strategy development,
3) search space reduction, 4) cyclic training of practice and
learning, and 5) non-fixed, dynamic learning based on prac-
ticed knowledge.

Knowing the effectiveness of bases can automate the basis
construction during practice. That is, we can automate the
process of finding a good kernel and its parameters. Also,
when the found bases are not good enough, we can restart
practice or increase the number of samples. Or, with cycles of
practice and reinforcement learning, learning can be improved
further.

For this, we examine if there is any correlation between
the hyperparameters and average rewards. Some preliminary
tests were run to evaluate this and collected 100 samples with
successful runs (

∑
t rt >= 0.9 ∗ N where N is the number

steps) and poor ones (
∑
t rt < 0.9 ∗N ).

We recorded practice RMSEs, log likelihoods, and variances
for each output dimension along with average rewards. We
observed that the data is scattered wide and trends are not
obvious (Fig. 7). We tested some classification algorithms,
such as LDA, QDA, linear and nonlinear logistic regression,
to see if it can be classified. The label is set to true if the mean
reward is greater than 0.9 and false otherwise. Table I shows
the classification accuracy with the 12 features. Nonlinear
logistic regression seems to clearly separate successful cases
by looking at the RMSE, variance and log-likelihood. This
tells us that the selected features are strongly related to the
subsequent reinforcement learning performance, so can be the
bases for an approach to predicting the success of a practice

(a) rmse1 (b) var1 (c) loglike1

(d) rmse2 (e) var2 (f) loglike3

(g) rmse3 (h) var3 (i) loglike3

(j) rmse4 (k) var4 (l) loglike4

Fig. 7. Scatter plots of features against average rewards. Errors, variances,
and log likelihoods for each dimension are selected features.

TABLE I
PRELIMINARY EVALUATIONS FOR EXAMINATION OF AUTOMATED

PRACTICE WITH 100 PRACTICE AND FRVM-RL SAMPLES

Classifier Accuracy

LDA 63 / 100

QDA 69 / 100

Linear Logistic Regression 74 / 100

Nonlinear Logistic Regression 100 / 100

model. We will investigate this further with more samples and
other environments to examine if it can be generalized to other
tasks.

VI. CONCLUSION

We examined the efficacy of practice for reinforcement
learning tasks and observed increased efficiency. By training
an RVM and obtaining RV bases from dynamics prediction,
we were able to successfully transfer the bases and to show
improved learning in classical benchmark problems. With
fixed basis learning, we demonstrated how effectively practice
establishes bases in these examples. Also, we observed the
limitations of practice when the tasks get complex. Discussion
leads to plans for investigation of more efficient ways to
practice and the measure that evaluates how well bases are
constructed.



A major contribution of this research is the demonstration
of the importance of practice in a machine learning context.
Without providing any objective or reinforcement, practice
with an RVM extends exploration before starting to solve the
actual RL task and generates sparse but helpful bases.

From our discussion about results and practice evaluation,
we can further investigate stable kernel methods and search
space reduction. Practice strategies such as human or agent
guided practice (”coaching”), and cyclic repetition of short
practice and short learning will be interesting direction for
future study. Allowing adaption of the basis learned from
practice might be necessary not only to compensate for lack
of practice but also to be easily extended to the continuous
action tasks [15], [13]. However, investigation of efficient
transfer learning should be studied due to possible disturbances
from practice. This line of research will be continued through
additional experiments with the OpenAI Gym tasks.
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