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Abstract— A vast amount of unstructured text that contains
valuable information is available over the web. This text is
changing and proliferating, making it hard for people to pro-
cess, read, and remember. Data mining and information extrac-
tion algorithms are used to develop new automation techniques
to process the unstructured text. Among this publicly available
text, there are a considerable amount of online medical articles,
which provides valuable information about diseases, symptoms,
operations, treatments, drugs, etc. Automatic unstructured text
classification offers practical information management that
does not depend on the subjective criteria of classification. It
also provides useful information by obtaining and correlating
relevant data present in documents. It also classifies, identifies
and presents all sources of knowledge and reduces the time
for retrieving information by simplifying access to content.
Therefore, medical information needs to be classified into their
respected categories (such as Diabetes, Cancer, Depression,
Pediatrics, etc.). In this paper, we propose to use a deep learning
approach for unstructured medical text classification at the
document level. In our classification model we used two types
of features: (i) content-based features (stylistic and complexity),
and (ii) health domain-specific features. Moreover, rather than
dealing with binary classification, this work handles multi-
classes medical articles classification. This classification is done
based on linguistic features that are extracted from the text,
it also incorporates medical domain-specific terms/keywords
as part of the classification feature set. These domain-specific
features are extracted by applying topic modeling technique
to spot the most probable terms for each medical class. Our
experiments shows a reasonable classification accuracy for such
a large number of classes.

Index Terms— Machine Learning, Deep Learning, Natural
Language Processing, Linguistic Analysis, Medical Text Classi-
fication, Topic Modeling.

I. INTRODUCTION

The ever-increasing deployment of the Internet technology
resulted in an enormous increment in the number of elec-
tronic documents that are available online. The availability
of this massive unstructured text makes the automated text
classification task very important [1]. Text classification
Automation is a primary task in the field of Natural Language
Processing (NLP). It is mainly used to assign the text
documents to proper classes based on their content [2]. The
publicly available documents exist in many different domains
that exhibit different challenges and solutions because of its
nature. Generally, the classification of different documents

is applied to address different purposes such as sentiment
classification [3], [4], [5], web pages classification [6], author
identification [7], spam email filtering [8], and unstructured
text classification [9], [10].

Traditionally, to classify a document, bag-of-words ap-
proach [11] is used to extract features to be used in su-
pervised classification algorithms such as Support Vector
Machine (SVM) [12] or Naive Bayes [13]. However, this
approach has some drawbacks including neglecting the words
order, and when the size of training data is small, it suffers
from data sparsity. To overcome these limitations, recent
studies focused on more complex features, for instance
Hughes et al. [14] proposed a medical text classification
model using Convolutional Neural Netwoeks (CNNs). In
their study, they used more complex techniques to represent
the classification features such as word2vec and doc2vec.
However, in this study they classified medical data on the
sentence level unlike our work which classifies medical data
on the document level.

Medical data is available online in a significant amount.
Such data provides valuable information about diseases,
symptoms, operations, treatments, drugs, etc. These medical
documents need to be classified into their respected classes
(such as Diabetes, Cancer, Depression, Pediatrics, etc.) to
obtain useful knowledge out of them. The classification
process is a significant step towards further implementa-
tion of useful medical applications. For instance, designing
automated medical diagnosis tools or automated medical
treatment tools [15]. However, the majority of the online
medical information is not classified, which makes it hard to
obtain useful knowledge out of it [16].

Few studies in the literature have addressed multi-class
medical text. Rather most efforts focused on binary class
problems [17], [18], [19]. On the other hand, most of
previous studies are focused on handling medical text at the
sentence level. For instance, questionnaire [20], social media
posts and tweets [19], etc.

To help rectify this situation, we propose to use a deep
learning approach that can help in classifying medical ar-
ticles. The classification is based on features that can be
extracted from these articles. These features include content-
based features (stylistic and complexity), and health domain-



specific features. The former have been used in the literature
in many domains, such features by themselves are not
sufficient enough to capture the target class of a given
text (See Section II-A for more details). Domain-specific
terms/keywords can play a major role in capturing the
respected class of a given text. Topic modeling offers a
methodology to capture the keywords and phrases correlated
with each medical domain. Also, it is capable of associating a
topic with a distribution over a set of words that represent the
list of most probable words for each class. These keywords
form a suitable set of features for the classification process.

To use the raw medical data in machine learning models,
we need to prepare this data and extract the useful features
for our model. This preprocessing process involves several
steps including text sanitization, stop words/punctuation re-
moval, sentence splitting, POS tagging, word tokenization,
word lemmatization, and Named Entity Recognition (NER).
We will discuss these steps in more details in Section III-C.

Given such excessive amount of raw medical data, the task
of feature extraction is as critical as ever for the successful
application of machine learning. Furthermore, the availability
of many features makes it so hard to select the set of
most significant features that can play a significant role in
generating high accuracy for the classification problem. Fea-
ture selection is defined as the process of detecting relevant
features and discarding irrelevant and redundant features with
the goal of obtaining a subset of features that accurately
describe a given problem with minimum degradation of
performance [21]. Theoretically, having many input features
might seem desirable, but some of these features might
be uncorrelated with the target class which will affect the
classification task negatively.

Specifically, this study will integrate deep learning tech-
niques and linguistic analysis (Semantic and Statistical)
techniques to automatically classify medical articles into
their respected categories. There are four research questions
that this study will answer:
• Whether using linguistic analysis results as input to deep

learning models can perform well in medical articles
classification.

• Whether incorporating domain specific terms (key-
words) as a part of the classification features can im-
prove the classification of the medical articles.

• How well the deep neural network models perform at
classifying different medical article categories? More-
over, whether they can handle multi-class medical cat-
egories?

• Are deep neural network models useful in categorizing
medical text in a large body of medical articles (doc-
ument level classification) unlike previous studies that
handle questionnaire, and social media posts?

The rest of this paper is structured as follows. Section II
examines recent research in the field of text classification,
section III presents our proposed methodology for medical
text classification. On the other hand, it provides the details
of our dataset, data prepreprocessing, classification feature
extraction, and classification feature selection. Our proposed

model evaluation is presented in section IV. Finally, we
conclude and present our future plans in section V.

II. RELATED WORKS

This study brings together two threads from the literature:
Linguistic analysis (Semantic and Statistical Models) and
Deep learning Models.

Linguistics involves the analysis of language context,
language meaning, and language form. The study of language
semantics involves how to encode relations between proper-
ties, entities, and other aspects in the language to deliver,
assign, process meaning, as well as to resolve and manage
ambiguity [22].

Deep Learning (DL) is causing significant advances in
finding solutions for problems that continued to be obstacles
in the artificial intelligence area for many years. It enabled
complex models that consist of multiple processing layers to
learn data representation with many abstraction levels. These
algorithms have improved the state-of-the-art in visual object
recognition, speech recognition [23], NLP [24], and many
other fields.

These two threads are deployed for the purpose of clas-
sification of unstructured medical text. In the following
subsections, we will briefly review each of them.

A. Unstructured Text Classification

Bag of Words (BoW) is the most common method to
describe text documents for classification and retrieval pur-
poses. In BoW approaches, the description of a document is
represented as a vector of term frequency of the document
words [25]. Term Frequency/Inverse Document Frequency
(TF/IDF) are the most prominent measurement of BoW [26].

The weighted term frequency vectors have a drawback;
same topics documents might not be recognized as similar.
This occurs if the used terms are not overlapping enough.
Topic modeling was introduced to overcome this drawback.
In this approach, the words are mapped to a latent repre-
sentation space, where it describes the possible topics. The
well known topic modeling is Latent Dirichlet Allocation
(LDA) [27]. In LDA, sampling technique is used to refine
topics iteratively. This process happens in a way that the
resulting model produces a similar distribution of terms from
a training document of same topic distribution.

Different classification approaches were presented in the
text classification field. Teahan et al. [28], used a cross-
entropy approach for the classification of text. This study
is built on the basis that the entropy is one of the best
methods for information content evaluation in a text data. A
text classification system was developed by Kautz et al. [29]
for multiple classes datatype. The ”imbalance” dataset was
used for the analysis of their findings. They used 4-way
ANOVA analysis for the feature selection in their study. This
work suggests a new performance measure, named multi-
class performance score (MPS) rather than using the well-
known conventional measures such as the area under the
curve (AUC) and receiver operating characteristic (ROC).



MPS had a minimum influence on the conditions of the
testing and training data on all multiple class problems.

Other studies uses TF/IDF for the feature extraction. For
instance, Boulis et al. [30] used unigram and bigram based
features in their model. This approach does not affect the
TF/IDF values. However, in their work, they increased the
number of unique vocabulary features to increase the classi-
fiers performance. Forman [31] used Bi-Normal Separation
(BNS) instead of IDF for feature extraction. BNS uses
distinguishing power to rank the terms. This study showed
that scaling the importance of terms using BNS improved
the accuracy of the classifier without any feature selection.
Largeron et al. in [32] proposed an entropy-based approach.
This approach is called Entropy-based Category Coverage
Difference (ECCD). ECCD calculates the entropy of the
terms in the classes to obtain the importance among different
classes. Liu et al. [33] used a weighting scheme for terms
based on the probability, this improved the performance of
the classifier. Lu et al. [34] categorized biomedical data by
a systematic modification of the TF/IDF scores. The SVM
classifier performance was enhanced when the modified
features were used. Another study used a modified version
of TF/IDF which is called Delta TF/IDF [35]. Delta TF/IDF
is a modification of the TF/IDF score, in which it is intended
to integerate the sentiment score with the state-of-the-art
TF/IDF. The difference between the negative and positive
sentiment in the training data is used to calculate the delta
value.

B. Medical Text Classification

Researcher attempted to classify unstructured text in the
medical domain. McRoy et al. [20] proposed a classifier
to answer community-based questions. The scheme of the
classification includes a set of questions such as clinical,
non-clinical, and patient-specific questions. Other efforts
have been carried out to classify several aspects regarding
medical field. Among these studies, Chomutare [36] used
a classifier to predict patients with depression to provide
help. Yang et al. [37] applied classification techniques to
detect posts that discuss drug reactions. Tuarob et al. [17]
used classification to detect if a twitter post is health related
or not. Akbari et al. [38] used classification to identify
wellness events, i.e. activities performed related to health,
exercise, or diet. On the other hand, [18], [19] attempted
to classify posts’ authors in an online health community
website. Whether an author of a post is a health professional
or not. Abdaoui et al. [19] determined the authors of a post
to be a lay man or health professional based on medical
ontologies such as UMLS. Jagannatha and Yu [39] applied
recurrent neural network sequence labeling in the detection
of phrases in medical text. Kuo et al. [40] developed a
natural language processing ensemble pipeline. This pipeline
combines two systems MetaMap [41] and cTAKES [42]
for extracting biomedical data element from clinical text.
Then these biomedical elements were used for classification
purposes.

The limitations of previous studies, can be generalized as
follows:
• To the best of our knowledge, very few studies have

been carried out for classification of multi-classes med-
ical data. But rather, the majority of previous studies
have focused on handling binary classes.

• Most of previous studies used the state-of-the-art ap-
proaches like BoW, TF/IDF for feature extraction.
Although, these approaches performed well in some
domains with small text excerpts, they perform poorly
when dealing with large body of text because they
have poor similarity values. Statistical analysis like topic
modeling performs better in such scenarios.

• The majority of previous studies are focused on han-
dling medical documents at the sentence level. For
instance, questionnaire, social media posts, tweets, etc.

The key contributions of this work can be summarized
as follows: (1) handling multi-classes medical data, while
integrating medical domain specific terms (topics) as a part
of the classification features, and (2) handling medical news
articles at the document level unlike most of the previous
studies that deal with small unit of text (sentences).

III. METHODOLOGY

To begin exploring the content of medical articles, we
develop our own dataset of medical articles. In the following
subsections, we present the steps of our proposed classifica-
tion model. On the other hand, we discuss our dataset, data
preprocessing, feature extraction/selection, and classification
model selection. The steps of our proposed model are shown
in Fig. 1. In this figure, we have: Fig. 1-a) The unstructured
medical text, Fig. 1-b) The preprocessing steps we applied
in our raw text, Fig. 1-c) The feature extraction and selection
step, and Fig. 1-d) The model training on the selected set of
features. In the following subsections, we discuss these steps
in details.

A. Data Collection

To test our proposed model, we collected a dataset of
about 100,000 medical articles. These articles were crawled
from ”Medical News Today: Health News website” [43].
They provide information about diverse diseases, symptoms,
operations, and drugs. On the other hand, these articles are
labeled by human experts into several categories including
but not limited to: Diabetes, Cancer, Public health, Depres-
sion, Nutrition, Neurology, Breast cancer, Cardiology, and
Infectious diseases. The categories for these articles are also
crawled from ”Medical News Today: Health News website”.

B. Dataset Overview

Our dataset contains medical articles associated with ten
different medical categories. These articles provide informa-
tion about diseases, symptoms, operations, treatments, and
drugs. On the other hand, the medical categories include
”Diabetes”, ”Infectious Diseases / Bacteria / Viruses”, ”HIV /
AIDS”, ”Cancer / Oncology”, ”Cardiovascular / Cardiology”,



Fig. 1. Model Architecture

”Public Health”, ”Nutrition / Diet”, ”Neurology / Neuro-
science”, and ”Pediatrics / Children’s Health”.

Fig. 2 shows the distribution of our dataset among different
classes. Most of the classes are relatively balanced (e.g.
Diabetes, Cardiovascular, HIV/AIDS, etc.). The class with
the highest frequency is Pediatrics while Nutrition is the
lowest. Since our dataset is relatively balanced, we do not
need to perform undersampling or oversampling process.

C. Data Preprocessing

In this step, we preprocess the crawled articles to clean up
our dataset. The preprocessing phase includes the following
steps:

• Text Content Sanitization: in this step, we remove
noise contents such as HTML tags. We then identify
and filter out irrelevant content (such as script codes,
advertisements, non-english words) that do not contain
medical information.

• Sentence Tokenization: we use NLTK [44] sentence
tokenizer to extract meaningful sentences from our
dataset.

• Word Tokenization: we use NLTK word tokenizer to
partition the text into a sequence of tokens, which
roughly correspond to words. These words will be
further used in the feature extraction process of our
proposed model.

• Stop Words Removal: to filter out useless words. These
stop words are commonly used words (such as ”the”,
”a”, ”an”, ”in” etc.). For this step, we used the prede-
fined list of stop words by NLTK.
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Fig. 2. Dataset Overview.

• Punctuation Removal: Again, we use NLTK word tok-
enizer to pick out sequences of alphanumeric characters
as tokens and drop everything else (punctuation).

• Word Lemmatization: in this step, we use NLTK Word-
Net Lemmatizer. This aims to remove inflectional end-
ings only and to return the dictionary form of a given
word.

• Part Of Speech (POS) Tagging: For this task, we use
NLTK POS tagger to extract part of speech tags (such
as noun, verb, determinant, etc.).

• Named Entity Recognition (NER): Finally, in this step,
we use the NLTK wrapper over the NER from Stanford
CoreNLP to extract all textual mentions of the named
entities (such as person, location, date, etc.).

The preprocessing steps that we have applied to our dataset
are shown in Fig. 1-b.

D. Classification Features Extraction

To study different medical articles’ categories, we extract
two types of features: content-based features and domain-
specific features. In the following subsections, we describe
these features in more details.

1) Content-Based Features: To spot the main differences
between various medical articles’ categories, we extract
content-based features from our dataset. These features can
be classified into two main classes: stylistic and complexity
features.

• Stylistic Features: these features are based on NLP
to understand the text style, syntax, and grammatical
components of each medical article content. For this
purpose, we use NLTK Part Of Speech (POS) tagger and
keep track of each tag frequency within an article. For
instance, we count the number of nouns, verbs, proper
nouns, determinants, comparatives and superlatives, etc.
Along with this, we use the 2010 Linguistic Inquiry and
Word Count (LIWC) dictionaries [45] to keep track of
the frequencies of negation, belief, surprise, conditional,
modal, existential, and interjection words. Additional



stylistic features include a count of capitalized words,
wh-words.

• Complexity Features: To capture the complexity of each
medical class text, we exploit two levels of complexity:
the sentence and the word levels. For the former one,
we computed the average sentence length, the lexical
diversity (number of unique words to the total number
of words in a given sentence). For the latter one, we
compute the average word length and count the number
of words with length more than a specific threshold.
Additional features regarding word level complexity are
based on the readability of a medical article. For this
purpose, we use a Python package called textstat [46]
to calculate statistics from text to determine readability,
complexity and grade level of a given article. This
package includes three different grade level readability
measures: Gunning Fog, SMOG Grade, and Flesh-
Kincaid grade level measure. These measures use the
number of syllables in a word to compute a grade level
reading score for this word. We assume that a higher
score means a medical article needs a higher education
level to read.

2) Domain-Specific Features: To improve the perfor-
mance of our classification model, concerning prediction ac-
curacy, precision, and recall. We propose to extract domain-
specific terms (keywords) for each medical class. For this
purpose, we use LDA topic modeling on a subset of articles
from our dataset. The central intuition behind this is to mine
the keywords and phrases correlated with each medical class.
Since, LDA is based on a (generative probabilistic) model
that associates a topic with a distribution over a set of words
(and, as a corollary, each topic has its list of most probable
words). Therefore, we create a set of keywords/phrases
associated with each medical class. Then we exclude words
with probability less than a specific threshold, to eliminate
words that are less-domain specific. As a result of this, we
have a set of keywords for each class in our dataset, each
set represents a single feature. However, the subset of articles
that we use for the domain-specific keywords extraction is
excluded from further model training and testing.

E. Classification Features Selection
After the feature extraction phase, we used the Recursive

Feature Elimination (RFE) [47] with cross-validation to
select the set of most significant features (most correlated
features with the target class). RFE automatically tune the
number of features selected with cross-validation. Fig. 3
presents the cross validation score (in terms of the number of
correct classifications) for different combinations of features.
In this figure, the optimal number of features that produces
the best classification accuracy is 42 out of our 58 extracted
features. We applied RFE for two main reasons:
• To Reduce the number of classification features, to

avoid overfitting and to ensure the generalization of our
model.

• To obtain a better understanding of the set of selected
features and their direct relationship to the target class.
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Fig. 3. Feature Selection using RFE

IV. MODEL EVALUATION: ACCURACY, PRECISION, AND
RECALL

In this section, we evaluate our proposed model in terms of
prediction accuracy, precision, and recall. We trained a deep
neural network model on the set of extracted features. During
the evaluation process, we tested various deep network con-
figurations. We experimented with multiple configurations of
network, in terms of the number of hidden layers including
2, 3, 4, 5 and 6 layers. We also experimented with a
different number of neurons per hidden layer including 20,
50, 70 and 100 neurons. Moreover, we tired several activation
functions including no-op activation, logistic sigmoid, hy-
perbolic tan, and rectified linear unit. Also, we tried several
weight optimization solvers including sgd, which refers to
the stochastic gradient descent, adam, which is a stochastic
gradient-based optimizer proposed by Kingma, Diederik, and
Jimmy Ba, and lbfgs, which is an optimizer in the family of
quasi-Newton methods. We also tried several values for the
regularization term α including 0.001, 0.01, and 0.1. These
experiments were conducted to identify the optimal neural
network configurations, the resulted optimal architecture of
the deep neural network is illustrated in Fig. 4.

TABLE I
THE FEATURE SETS AND THEIR OBTAINED ACCURACY.

Features Set Accuracy
Stylistic Features 28%
Complexity Features 13%
Domain-specific Features 49%
Combined Features 74%
Optimal Set Features 82%

We trained our model using different sets of features: (i)
Stylistic Features, (ii) Complexity Features, (iii) Domain-
specific features, (iv) A combined set of all previous features,
and (v) Optimal set of features. The classification results for
each set of features using MLP approach are depicted in
Tab. I. It is obvious from the table that the domain-specific
features produce the highest accuracy among the feature sets.
After combining all of the extracted features, and selecting
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Fig. 4. Neural Network Architecture: The optimal neural network config-
urations for the proposed model.

the optimal set of features (using RFE), we performed 10-
fold-cross-validation on this set, and the resulting accuracy
is 82%. The precision, recall, and F1-score for our model
were 81, 82, 80 respectively. We compared our obtained
accuracy with a baseline model. We used the-state-of-the-
art TF/IDF for this purpose, and we obtained 62% accuracy
result. Therefore, our model outperforms the baseline model
by 10%.

Fig. 5 shows the confusion matrix of the classification
results. This figure shows the discrepancies between the
predicted and actual labels, we can notice that The vast
majority of the predictions end up on the diagonal, where
the predicted labels equal to the actual labels. Another ob-
servation from the figure is that the proposed model performs
best in predicting the pediatrics class, while public health has
the lowest prediction results. The reason for the low score of
public health is that it has a lot of common terms that can be
in any medical class, and this proves that the domain-specific
features play a significant role in the classification process.

V. CONCLUSIONS
Unstructured text classification has gained a world wide

attention in the past couple of decades. It is an important step
in NLP towards further analysis on unstructured text. In this
work, we investigate the classification of online medical ar-
ticles using linguistic (Semantic and Statistical) analysis. On
one hand, this work is an attempt to distinguish the different
writing styles and complexities between different medical
domain specialists. On the other hand, this work shows
that incorporating domain-specific terms and keywords can
effectively improve the classification accuracy of the machine
learning models when it comes to specific domains. We also
trained a deep neural network on our proposed set of features
to be used for medical articles classification. The obtained
accuracy using our proposed set of features is 82% which is
higher than the accuracy using the baseline TF/IDF model
which is 62%.

This work is the first step towards further designing health-
related applications. After identifying the different classes for
the medical articles, we plan to extract symptoms related to
each class (disease), possible treatments for such symptoms,
etc. We will address these issues in future work.
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