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2. Joint-wise MPJPE: comparison with state-of-the-art
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3. Frame-wise MPJPE: comparison with state-of-the-art
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4. Results on wild videos
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5. Real-time performance using the causal model
Thank you for watching

Code is available at: (https://github.com/lrxjason/Attention3DHumanPose)