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Abstract—This paper presents a real-time wide-area damping
controller designed based on a hybrid intelligent and direct
method to improve power system transient stability. The al-
gorithm applied as a nonlinear optimal Wide-Area Damping
Controller (WADC) monitors the oscillations in the system
and optimally augments the local excitation system of the
synchronous generators. First, energy functions and Prony
analysis techniques are used to identify these local or inter-
area oscillations and develops stability or damping performance
index at a given time. Second, artificial Neural Networks (NNs)
are deployed to learn the dynamics of the system and energy
functions based on supervised learning to construct an optimal
control design. Then, using online Reinforcement Learning (RL)
the quadratic objective function based on the stability index is
estimated and optimized forward-in-time. Results on the IEEE
68-bus in PST and HYPERSIM real-time simulator shows better
transient and damping response when compared to conventional
schemes and local power system stabilizers.

Keywords—Artificial Intelligence, Energy Function, Neural Net-
work, Real-time Simulation, Transient Stability, Wide-Area Damp-
ing Control.

I. INTRODUCTION

MODERN power systems are grown into more complex
and inter-connected network due to the integration of

distributed energy resources, severe transmission congestion,
and deregulation of energy markets. Electro-mechanical oscil-
lations exhibited by such power grid has shown increased lo-
cal and inter-area modes. Local oscillations are due to individ-
ual generators swinging relative to the power grid, whereas the
inter-area modes are because of group of generators swinging
against each other. Conventionally, Power System Stabilizers
(PSS) are used to damp such oscillations [1]. However, during
inter-area oscillations, PSS designed based on rotor angle
small signal stability analysis are prone to failure [2]. Under
such scenarios, Wide-Area Damping Control (WADC) system
can actively damp inter-area oscillations by coordinating the
actions of a number of distributed agents using Wide-Area
Monitoring (WAM) information.

Most of the works in this area have utilized classical
frequency domain based techniques in the form of Global
PSS (GPSS) by incorporating additional remote signals to
the local controllers [3]. Such methods rely on modal con-
trollability and observability residues with a-priori passivity
information for sensor and actuator locations [4]. However,
the complexity of the large scale power system makes such
analytical control techniques impractical. In addition, majority
of these works are designed based on the model of the system
linearized around a particular operating point. This arises the
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issue of generality, i.e. the proposed techniques are suitable
only for a specific application. Additionally, these model-
based techniques are not able to damp the oscillations in
transient domain when power system is subjected to severe
disturbances. Application of WAM in real-time disturbance
analysis and electro-mechanical mode estimation has been
studied in literature [5], [6]. Furthermore, the temporal in-
formation can be used in WADC designs to perform transient
stability enhancement, which can improve the power transfer
capability of a transmission system and prevent the system
from generation or load disconnection, or catastrophic failure
in the system [7].

Traditionally, numerical methods and energy function based
direct methods have been the most important conceptual
frameworks for real-time transient stability assessment. How-
ever, numerical methods have shown considerably weak per-
formance in real-time implementation, as they require accu-
rate information of the power network topology; while, direct
methods may lead to excessive simplifications. Such prob-
lem formulation provides only the sufficient conditions for
assessing the stability using direct calculation of the transient
energy function [8]. Although some control techniques based
on energy methods have been proposed, such as the Boundary
of stability region based Controlling Unstable equilibrium
point (BCU) [9], still the computational modeling complexity
is considered as a challenge. On the other hand, application
of intelligent-based techniques has been successfully inves-
tigated in recent literature for post-fault transient stability
assessment and power system control [10]–[13]. Decision
Tree algorithms, Fuzzy Logic techniques, Neural Networks
(NNs), and Support Vector Machines (SVMs) are among these
methods that effectively learn and map the system dynamics
from the relationship between specified inputs and outputs
without any prior knowledge of the system. Most of the works
in this area has been designed for classification and remedial
action schemes using supervised learning algorithm in order
to predict the post-fault stability status.

This paper aims to design an optimal WADC to enhance the
transient stability of the system in online/real-time application.
There are mainly three issues critical to such a measurement-
based control designs. First, the design should have the
capability of dealing with nonlinear and nonstationary power
system dynamics in the presence of uncertainities. Second,
the method should satisfy closed loop system stability and
global optimality conditions. Finally, it should be able to
project actual stability condition of the system, guaranteeing
the stability of the power system augmented with the online
control schemes; i.e. ensuring the gradient of the cost-to-go
function is decreasing over the time.

In order to address the first issue, Reinforcement Learning
(RL) technique is used to train the artificial intelligence. This
approach, as opposed to supervised method can make use
of the new knowledge to inturn improve learning in real-
time during the course of events and actions. This technique
can find optimal solution to the cost function by means
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of Adaptive Dynamic Programming (ADP) forward-in-time
and provide an effective benchmark to construct an optimal
controller by exploiting function approximators, e.g. NNs
[14], [15]. It has been implemented as power system controller
in several research works. For instance, [16] proposed real-
time decentralized wide-area control scheme based on Q-
Learning for excitation control of generators. In [17], [18], RL
technique is used for damping a single machine and wide-area
systems. Ref. [19] presented an optimal wide-area controller
and a state predictor for power system with static compen-
sators by employing this method in real-time on radial basis
function networks in presence of WAM constraints. In [20] RL
has been employed as a WADC on real-time benchmark with
wider horizon of prediction to take account for WAM delays.
Major disadvantages noted in such designs are strictness of
global optimal solution, the objective function definition, and
the need for extensive offline training requirements.

Recently it has been shown that RL could be used as an
optimal controller guaranteeing global optimal conditions for
a non-convex functions [21]. Taking advantage of such a
design, in this paper, we show a method that mitigates the
last aforementioned issue. In the proposed hybrid approach,
the cost function in RL problem is defined based on the energy
function damping and tuned online based on Prony method to
ensure that the most suitable energy function is estimated. The
controller is designed in order to ensure that the gradient of the
cost function is strictly negative and minimized over this time
period. Consideration of RL based method is due to the fact
that for a given time duration it can reach to the global optimal
solutions in a nonlinear and uncertain environment [21]. Since
the cost function is derived based on energy functions, unlike
in conventional methods where it is updated by the Euclidean
norm of the desired states, this method guarantees the system
convergence to post-fault equilibrium. This is due to the fact
that the proposed energy function is utilized to screen the
level of stability of the system.

In summary, the construction of WADC is initialized based
on offline data derived from direct energy method and su-
pervised learning. This design is further adapted to RL for
online implementation and policy iteration with only partial
knowledge of system dynamics. One of the main advantages
of the proposed method, as shown in [12], is that the NNs
would be able to capture the underlying relationship with
smaller sized training data set and with higher accuracy when
meaningful energy features are used as inputs. Moreover,
through deployment of RL and by monitoring the system
modes online the control scheme can be performed in real-
time as well. This method is evolved from [22] for real-
time wide-area monitoring and control of large power system.
The remainder of the paper is organized as follows. The
second section presents system modeling and direct energy
function development and Section III discusses the proposed
optimal WADC design. Section IV and V present the power
and control systems implementation test bed and simulation
results followed by conclusions in section VI.

II. SYSTEM MODELING AND DIRECT ENERGY
FUNCTION DEVELOPMENT

Considering x∗ is the reference equilibrium point of the dy-
namic system expressed in the form of nonlinear continuous-
time equations

ẋ(t) = f(x(t)) + g(x(t))u(t) (1)

then f(x∗(t)) = 0. x(t) ∈ Rn and u(t) ∈ Rm are the state
vector and the control action vector at time t, respectively,
and f and g are nonlinear functions. Let J(t) be an energy
function of trajectory x at a particular time t, the system (1)
is asymptotically stable when

J(x(t)) ≥ 0, J̇(x(t), u(t)) ≤ 0 (2)

Based on this, the sufficient conditions for stability assuming
this energy function model can be evaluated and the candi-
dates Lyapunov function can be developed to mathematically
prove convergence of the system to the reference operating
points x∗. This dynamic and energy function is developed next
for synchronous generators in transient disturbances. Further-
more, J̇ is studied to investigate the damping performance of
the oscillations in time.

A. Area Oscillation Modeling
In the context of rotor angle stability, the dynamics of each

synchronous generator bus can be can be characterized by the
complex terminal voltage Vt∠δ, where δ is the rotor angle
with respect to synchronously rotating reference frame. The
rotor speed is given by δ̇. A weakly coupled power network
does not display any coherent oscillation behavior, whereas
a strongly coupled network with sufficiently homogeneous
natural frequencies is amenable to synchronization in the
form of coherent areas. Hence, slow coherency technique
based on Center Of Inertia (COI) can be employed to cluster
the generators in one area [23]. Let a state space vector
x = [δ1, ..., δN , δ̇1, ..., δ̇N ]T be composed of the vector of
coherent generators rotor angle and speed, with N being
the total number of areas. The dynamics of the equivalent
generators can be described through the expansion of the
electro-mechanical single generator model [24]. Additionally,
in order to incorporate the impacts of damping controller the
third order dynamics of the generator is also included in this
paper as:

mj δ̈j + dj δ̇j = Pj −
∑

k∈Nj

BjkE
′
qjE

′
qk sin(δjk) (3)

T ′dojĖ
′
qj = Ẽfj − Ẽqj (4)

with

δj = (1/mj)
∑ngj

i=1
miδi, δ̇j = (1/mj)

∑ngj

i=1
miδ̇i (5)

mj =
∑ngj

i
mi, Pj =

∑ngj

i
Pi (6)

where,
δj Area j rotor angle in COI frame;
˜ Deviation of the variables from the reference;
δ̇j Area j rotor (electrical) speed in COI frame;
i, j Generator and area index;
ngj Number of generators in the area j;
Nj Set of neighboring buses of the jth bus
m, d Inertia and damping parameters;
Pj The power injection from area j;
Bjk (j, k)th entry of the reduced lossless admit-

tance matrix;
Eq, E

′
q The q-axis internal voltage and transient emf;

T ′do The open-circuit transient time constant;
Ef Excitation voltage;
The transient instability, in general rotor angle oscillations,

is caused by a mismatch between injected power Pj of
each unit and the power flows along the transmission lines
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Fig. 1: Linear and nonlinear energy function representation

∑
k∈Nj

BkjE
′
qjE

′
qk sin(δjk). This mismatch is usually due to

a fault on power system lines or other components, which is
followed by the action of protection system. These actions
may change or restore the topology of the system, which
leads to a transition from pre-fault to post-fault equilibrium
points. The transition can be viewed from energy landscape to
investigate the convergence as well as damping performance.

B. Energy Function

Power system rotor angle stability can be assessed by the
ability of the synchronous machines in absorbing or releasing
the energy accumulated during a disturbance to reach a post-
fault equilibrium points. An energy-type Lyapunov function
for such a system model comprises of the sum of the system
kinetic energy and potential energy with respect to the rel-
evant equilibrium points δ∗j and δ̇∗j . Such a function can be
represented as,

J(δ, δ̇) =
∑
j

1

2
mj

˙̃
δ2
j︸ ︷︷ ︸

JKj

(7)

−
∫ δj

δ∗j

Pjdδj +

∫ δj

δ∗j

∑
k∈Nj

BjkE
′
qjE

′
qk sin δjkdδj︸ ︷︷ ︸

JPj

where, δ̃j = δj − δ∗j denotes the deviation from post-fault
equilibrium point.

It should be noted that, decreasing nature of the energy
function provides the main certificate of local stability; how-
ever, it is not the only function that can be linked to decrease
in the energy dynamics around a given equilibrium point δ∗ =
[δ∗1 , ..., δ

∗
N ]. Thus the key is to find a Lyapunov function and

verify that it has the required stability properties regarding the
domain of state trajectory. It could be understood from (7) that
the stability depends on the system pre- and post-fault condi-
tions. It can be shown that these equilibrium points satisfy the
net power in each area as Pj =

∑
k∈Nj

BjkE
′
qjE

′
qk sin δ∗jk.

If the changes of the states are in small-signal domain the
nonlinear part of potential energy could be linearized around
the operating point as (δj−δ∗j )2; whereas, in the case of severe
transient changes the post-fault points falls into a nonlinear
region. The transient problem involves finding the stability
boundary which is highly nonlinear. This feature shown in
Fig. 1, is important for convergence and stability certificate
as it can be proved that there exist a boundary that nonlinear
energy function has positive and strictly decaying behavior in
the region, meaning here the δj converges to the stable global
optimal point δ∗j .

C. Energy Function Damping
In general, rotor oscillations of increasing amplitude due

to lack of sufficient damping torque can lead to instability
[25]. In order to incorporate the impacts of excitation control
another term is added to energy function so-called field or
control energy [26] based on internal voltage:

JFj =
1

2
βj(Ẽ

′
qj)

2 (8)

to capture the damping of the energy with respect to time, the
derivative of the kinetic, potential, and field energy function
is derived and can be simplified as,

J̇(δ̇, Eq, Ef ) = −
∑

j
dj

˙̃
δ2
j +

1

T ′d0j∆Xdj
(Ẽ2

qj + ẼqjẼfj) (9)

with the assumption on higher orders of synchronous gener-
ator as Ẽf = KẼq , Ẽq = Xadĩf , and ĩf = K ′Ṽt with the
gains K and K ′ > 0, ĩf as a field current deviation, and Ṽt
as the terminal voltage deviation or the control input to the
field component, (9) yields

J̇(δ̇, Vt) = −
∑

j
dj

˙̃
δ2
j + rj Ṽ

2
tj . (10)

with rj ≡ 1+Kj

T ′d0j∆Xdj
X2
adjK

′
j , which can be derived based

on aggregated model of synchronous generators [24]. This
equation reveals that the states needed to monitor the tran-
sient energy deviation of each area is the ˙̃

δ. The impact
of each area’s state on the inter-area oscillation is projected
by the damping coefficients dj . Overall, damping of inter-
area oscillations depends on the strength of the transmission
system, generator control systems and dynamics of inertia-less
generators. Even though this parameter is fixed to individual
generator, for the system as a whole the damping coefficients
may be changing not be known precisely at given time
of interest and is needed to be calculated. Identification of
energy function considering the actual oscillation frequency
and damping parameters can further improve the performance
of the controller.

Another observation in the above equation is the impact
of Ṽt as the input to the synchronous generator excitation
field. This input without controllers is the error between the
reference and the terminal voltages of the generator (u = Ṽt).
However, this signal can be augmented by local and wide-area
control to further improve the energy function damping.

III. INTELLIGENT WADC CONSTRUCTION

In this section, the goal is to develop an optimal intelligent
WADC to stabilize and damp the inter-area oscillations oc-
curring in power system. As mentioned in previous section,
the input to the synchronous generator excitation field could
be augmented with uloc as local damping signal derived from
PSS and enhanced by uwac as a wide-area level damping
controller. Hence, the control action can be presented as 2-
level combination of local and wide-area parts as

u(t) = uloc(t) + uwac(t) (11)

as shown in Fig. 2. The PSS monitoring the local states is
able to damp local oscillations; while, the WADC monitoring
rotor angle and speed of all generators using wide-area
measurements in COI frame can form the system’s energy
function (7) and its damping (10) as in direct methods and
enhance the damping performance by uwac.
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Fig. 2: Structure of the 2-level control design combining local and wide-area
damping control (TDL: time delay line, LC: local control)

A. Optimal Control Design
Considering the transient energy function developed in

previous section as the cost function, optimal controller can
be designed to minimize this energy function forward in
time. Overall, the cost function can be implicitly specified
in discrete time domain with the time step of ∆t by

J(x(k)) =
∑∞

τ=k
J̇(x(τ), u(τ)) (12)

where, k is the time step index and J̇ is the short-time cost
function associated with transient state errors and control
effort equivalent to derivative function in Lyapunov stability
concept. Hence, it can be written as,

J̇(x(k), u(k)) = −x̃(k)TQx̃(k)− u(k)TRu(k) (13)

where,

x = [δ1, ..., δN , δ̇1, ..., δ̇N ]T (14)
u = [Ṽt1, ..., ṼtN ]T (15)
Q = diag(0, ..., 0, d1, ..., dN ) ∈ R2N×2N (16)
R = diag(r1, ..., rN ) ∈ RN×N (17)

which are based on actual values of coefficient of (10) and
are positive definite. One can simply use these functions
and assess transient stability based on direct methods and
design decentralized controller such as in [26]. However, such
designs are not global optimal. The optimal solution of the
problem of (12) subjected to the dynamic system (1) is given
by minimization of HJB equation as,

u∗(k) = arg min
u
{J̇(x(k), u(k)) + J(x(k + 1))} (18)

Applying the first order optimality conditions with the dy-
namic programming algorithm leads to,

u∗(k) = −1/2R−1 ∂x(k + 1)

∂u(k)

∂J(x(k + 1))

∂x(k + 1)
(19)

It can be seen from equation above that the optimal control
action u∗(k) is defined on the future dynamics of the system
x(k+ 1) and the energy function J(x(k+ 1)), which implies
the necessity of nonlinear identification. Additionally, the
energy function itself is highly dependent on the parameters of

the system such as m, B, or β, even though simplified model
of the system without structure preserving is considered in the
design. In order to overcome these issues and cover nonlinear
regions, artificial intelligence is employed for mapping from
a parameter space into the space of functions they aim to
represent. A common approach is to deploy NN to map
the nonlinearities of the system identification, control and
the cost function. In this scheme, three networks called
identifier, critic, and action NNs are trained to approximate
the dynamics of the system, the control action, and the
cost function, respectively. In this work, using Feed Forward
Neural Network (FFNN) the outputs are computed as,

x̂(k) = ŴI(k)TΦI(x(k − 1), u(k − 1)) + εI(k) (20)

û(k) = ŴA(k)TΦA(x(k)) + εA(k) (21)

Ĵ(x(k)) = ŴC(k)TΦC(x(k)) + εC(k) (22)

where, sub-scripts I , A, and C denotes identifier, action, and
critic networks, respectively, ”ˆ” denotes estimated values,
Φ(.) ∈ <h is the corresponding nonlinear mapping function
of the states, W (k) ∈ <h is the parameter vector of approx-
imated weights of the FFNN at time step k, with h ∈ N
dimensionality of the feature vector representing each state,
and ε is the approximation error. Based on the universal
approximation property of NN it is assumed that ε tends to
zero [27, p. 52].

NNs should be trained to provide accurate approximation
of their respective outputs and back-propagation estimation
and cover whole region of operations. In general, training the
NNs means adjusting the parameters or weights in an iterative
process to reduce the error between the target outputs and
the actual outputs. Intelligent WADC construction could be
implemented in two phases:

B. Offline Supervised Learning Construction

This method is referred to problems involving static in-
put/output mappings and minimization of a vector error signal,
with no explicit dependence on how training examples are
gathered. It is assumed that full knowledge of the problem
context is available. In offline phase the parameters and oper-
ating point are known; hence, the target output for training the
NNs could be calculated. The supervised training for WADC
are based on the following errors:

eI =
∑

k
x(k)− x̂(k) (23)

eC =
∑

k
J(x(k))− Ĵ(x(k)) (24)

eA =
∑

k
u∗(k)− û(k) (25)

where, ”ˆ” denotes estimated values based on (20)-(22). The
training process of the critic NN is performed with the
target of conventional energy function (7). The post-fault
equilibrium point can be calculated simply based on the post-
fault load flow to derive this function. Further, the training of
the action NN is based on optimal control derived in (19). It
should be noted that, the two derivative elements in (19) are
simply calculated by propagating the respective output back
through the identifier and critic NNs.

Change of the NNs weights at each iteration i can be
derived from the deviation of NN’s output to its optimal value
ei. In offline training, batch learning is performed in which
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adjustment of the weights are accumulated over all training
data to give an aggregated error as,

Ŵ i+1 − Ŵ i = αeiΦ(.) (26)

where, α is a small learning rate. This optimization iteration
is performed by means of training the NNs through gradient
descent via back-propagation. From the viewpoint of optimal
control theory, this task is the same as the first-order calculus
of variation to find the continuous-time equations derivations.

C. Online Reinforcement Learning Construction
In this paper, RL technique is employed for adaptation

of artificial intelligence-based WADC in online application.
By means of this method, the NNs parameters and weights
are updated based on measurements instead of conservative
offline assumptions. RL is often applied to problems involving
sequential dynamics and optimization of a scalar performance
objective, with online exploration of the effects of actions
as it can adapt itself to fit the changing environment. The
identifier NN is updated online with the monitored states
similar to supervised learning; however, different procedure
is used for critic and action NNs training. In the RL method
cost function at each iteration i is approximated by adaptation
of Approximate Dynamic Programming (ADP) as,

eiC(k) = Ĵ i(x(k))− Ĵ i(x(k + 1))− J̇(x(k), ui(k)) (27)

and, training of the action NN at each iteration is based on

eiA(k) = 2Rui(k) +
∂x̂(k + 1)

∂ûi(k)

∂Ĵ i(x(k + 1))

∂x̂(k + 1)
(28)

and, weight adjustment is done incrementally at each iteration
and time step as,

Ŵ i+1(k)− Ŵ i(k) = αei(k)Φ(.) (29)

The stability properties of the ADP is discussed in [21].

D. Online Energy Function Construction and Tuning
As presented in previous subsection the incremental critic

NN training is based on Ĵ(x(k + 1)) and J̇(x(k), u(k)) at
each time step. The first element is derived from the critic
NN with the input of x̂(k + 1) which is accessible from
the identifier NN. The later is derivative of energy function
defined in (13) in quadratic form representing the damping
of energy function. This function is dependent on d which is
characteristic of damping of oscillations of each area’s states
and needed to be identified online.

The Prony method, the best known parameter identification
method in the power system community [28], is used to
determine the unknown eigenvalues of the system and extract
the damping coefficient features. This method is based on
measured global states, x(k), being expressed in z-transform
domain as a sum of n damped complex sinusoids,

x(k) =
∑n

l=1
R̄lz

k
l (30)

with characteristic equation of zn + a1z
n−1 + ... + an = 0,

where Rl is an output residue corresponding to the mode λl.
The vector A′ = [a1, .., an] leads to the eigenvalues, zls, of
the system which are the roots of the system characteristic
equation. Once the roots of the system characteristic equa-
tion are obtained, the eigenvalues with high frequencies are
neglected. This analysis leads to obtaining the eigenvalues of
the system which is then used to adapt the weighing matrix

of the states accordingly. For this purpose, an auto regressive
(AR) model estimation method has been employed. One can
find a values by solving a least squares problem defined on the
2-norm of a vector with an adaptive algorithm that recursively
optimizes the criterion.

min
a
‖


x(n)

x(n+ 1)
...

x(n+ l)

−


x(n− 1) . . . x(0)
x(n) . . . x(1)

...
. . .

...
x(n+ l − 1) . . . x(l)



−a1
−a2

...
−an

 ‖ (31)

After computing a at time step k, roots of the characteristic
polynomial is derived to generate eigenvalues λj = −ζjωj ±
ωj

√
ζ2
j − 1 for global oscillations with ω natural frequency

and ζ damping factor. Further, damping coefficient of area j
can be derived as

dj = ωlζlmj (32)

Subsequently, Q and J̇ can be updated based on dj(k) at
each iteration i as,

Qi+1
n+j,n+j(k) = Qin+j,n+j(k) + γ(di+1

j (k)− dij(k)) (33)

J̇ i+1(x(k), u(k)) = x̃(k)TQi+1x̃(k) + u(k)TRu(k) (34)

where, γ is the scaling factor.
Remark: It is assumed that the power system is operating

at the same operating point for a certain time that enables the
estimated d to converge. It is noted that this is not a constraint
in practice, since the estimated model parameters converge to
their new values fast enough compared to the dynamics [29].

E. Comparison with Other Techniques

In this paper RL method with online tuning has been em-
ployed to design the WADC. The advantages of the proposed
method over conventional methods are as follows:
a) Both methods of direct and supervised learning are devel-

oped directly on the energy function J , which is defined on
the post-fault equilibrium points of δ∗ and δ̇∗. This post-
fault δ∗ maybe different than pre-fault δ0 due to network
reconfiguration after a fault and protection control actions.
However, RL method is updated based on J̇ which is only
defined on δ̇∗. This value is considered 1 pu in both pre-
and post-fault conditions.

b) Direct and supervised learning methods rely on the pa-
rameters of the system such as m and B, which may have
uncertainty or be changing in time. RL method on the other
hand is capable of updating it’s policies over time and
under conditions of noise and uncertainty through state-
action interaction [15].

c) Since actions should be taken at each time step and their
effect is not known until the end of the sequence, it is
not possible to design an optimal controller in online
application using the traditional SL. RL method allows
the WADC to account for the present control actions u(k)
and future consequences on the system in J(x(k + 1))
term used in (27), and present consequences in the form
of short-time cost function in J̇(x(k), u(k)) term.

d) The term J̇ in RL is used for updating the cost function and
is called performance function. Monitoring this function
directly instead of J is well-suited for the purpose of
WADC design as it shows how is the performance of the
controller in terms of transient energy function damping.
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Fig. 3: Single line diagram and polar dominant modes of the 68-bus 16-
machine New England New York power system.

IV. IMPLEMENTATION AND TEST RESULTS

A. Power System Test Case
In order to assess the capability of the proposed method,

IEEE 68-bus 16-machine power system has been modeled
using Power System Toolbox (PST). The model is a reduced
order equivalent of the inter-connected New England and New
York power systems with nine areas as shown in Fig. 3. The
New England and New York power grids are represented by
group of generators, whereas the power import from each
of the three other neighboring areas are approximated by
equivalent generator models. Grouping consideration is based
on the oscillation modes, dynamic data of the generators, and
the parameters of the transmission system [30]. Dominant
modes of inter-area oscillations can be derived by small-signal
stability analysis, which is presented in Fig. 2. In this simu-
lation, the slow-dynamics of the governors are ignored. Two
types of excitation systems for the generators is considered:
IEEE standard DC exciter (DC4B) and the standard static
exciter (ST1A). All generators are equipped with PSS using
the parameters in Table I.

B. Proposed WADC Architecture
Input vector of the WADC is the states derived from

WAM (δ(k), δ̇(k)) in order to estimate the energy function
(J(x(k))), and the output is the optimal damping control
(Ṽt(k)) at time step k. Here, we assume that the commu-
nication system can transmit the signals to the control center
at the speed of 100 frames/sec; hence, WADC communication
time step is considered as ∆t = 10ms. It is also assumed that
each generating unit bus has a sensor that transmits signals to
WADC system. For synchronous generators buses, signals are
aggregated in WADC center in COI frame of (5) to generate
areas state. Fig. 4 presents the proposed WADC architecture
for offline and online energy function estimation, the link to
intelligent control, and the training process of NN blocks.

TABLE I: PSS parameters for power system test case

Generator Ks Ts T1 T2 T3 T4 T5 T6

G1:G8,G10:G12 20 15 0.15 0.04 0.15 0.04 0.15 0.04
G9 12 10 0.09 0.02 0.09 0.02 1 1

TABLE II: Configuration of Neural Networks

NN Input (# of nodes) Output (# of nodes) # of hidden nodes

Identifier δ, δ̇, Ṽt (54) δ, δ̇ (18) 70
Action δ, δ̇ (36) Ṽt (9) 50
Critic δ, δ̇ (36) J (9) 50

The construction of intelligent system starts with offline
supervised learning in order to set the initial weights for
online implementation. The training is performed based on
the I/O signals for each of the NNs derived using Matlab
NN toolbox. These weights and parameters are extracted in
data base for online implementation. Table II lists the NNs
parameters used for the study. It should be noted that variables
are time delayed by one time step to capture the dynamics
of the system. For identifier NN, pseudo random inputs and
related outputs of the power system model in COI frame is
captured and fed into the NN data base. Then, gradient descent
batch learning algorithm is performed with a learning rate of
about 0.001. It has been seen that eI reaches a small number
in 100 epochs. Furthermore, the critic NN is trained based
on (7) for different fault scenarios and operating points in
multiple time-domain simulations to learn the relative energy
functions. Parameters of energy function including m, B,
β can be derived from [30]. It should be noted that B is
the Kron-reduced susceptance matrix with the loads removed
from consideration. Next, action NN is trained (19). Once
the NNs weights have converged (eC&eA < 0.01), then the
action NN is connected to the generator’s exciter to augment
the PSS.

Online training starts by monitoring the states to incremen-
tally train the identifier NN. This is followed by critic and
action update iterations using derivatives of energy function.
Here, for the sake of simplicity r is considered as 0.1. Prony
algorithm is applied to identify the modes and assess the
damping ratios of individual area angular oscillations. For this
purpose, the values of δj is captured at time steps of 5.∆t and
used for tuning the derivative energy function. Since there
are 9 sixth-order areas, the algorithm should ideally solve
54th order polynomial. However, choosing 15th order yields
a satisfactory estimates of the inter-area modes.

V. SIMULATION RESULTS

A. Case A. Proposed Method vs Conventional AI Methods

In this case study the damping performance of the proposed
hybrid RL and energy-based method WADC design has been
investigated. The load connected to bus 25 (224 MW) has
been disconnected for 200 ms due to a short circuit fault,
creating a local mode of oscillation in area 1. During the
fault the area 1 moves away from the pre-fault equilibrium
point (δ0

A1 = 0.22). After the re-closing action (t = 0.3s), the
system configuration is the same as pre-fault (δ∗A1 = 0.22) and
the system experiences the post-fault transient dynamics of
Fig. 5a. This figure presents during- and post-fault trajectory
of the δ̇A1 in the case of different control scenarios. As
shown, the proposed WADC compared to supervised learning
algorithm has provided better performance with respect to
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overshoots and damping. The transient energy function dy-
namics has been demonstrated in Fig. 5b. As it can be seen
the proposed WADC is able to provide more damping than
supervised learning due to online optimal control adaptation
and exploration.

Additionally, the proposed method has been compared
to conventional RL-based WADC. The RL method being
implemented in several works as a WADC such as in [16]–
[20], where the cost function is defined in the form of

quadratic function of states with heuristic coefficients based
on linearized model of the system. This definition, however,
is not representative of energy function damping as opposed
to the proposed hybrid method. The proposed method with
the help of Prony analysis can estimate the actual damping
coefficient (d1 ≈ d̂1 = 0.821) and subsequently energy
function damping performance as shown in Fig. 5c.

B. Case B. Robustness to Parameters
This test presents a case study to demonstrate one of the

motivations for choosing the RL algorithm as the benchmark
to perform the online optimal function approximation. Ini-
tially, a scenario of cascading failures due to faults on inter-
area tie-lines has been performed. In this test, three tie-lines
connecting New England and New York power systems are
disconnected sequentially, separating the two grids at the end.
Under nominal condition 1170 MW is transferred to New
England system through these tie-lines. First, line 1-27 is
disconnected (event 1) followed by line 8-9 (event 2) allowing
the RL to gain enough knowledge about system dynamics and
optimal policy. Finally, line 1-2 is disconnected due to a self-
clearing 100 ms three-phase short circuit fault (event 3), which
leads to complete separation of these two systems and huge
energy mismatch. The WADC is independently validated for
performance and accuracy using two data sets of trained and
non-trained NNs. Tables III and IV reveal the advantage of
the RL method by allowing the NNs to gain more knowledge
about the optimal policy of action and energy during the
course of events. In the case of trained NN set, identifier,
action, and critic NNs have been trained offline and then used
in the WADC. In the other data set, the NNs weights are
assigned randomly. In this table, the Root Mean Square Error
(RMSE) of the latter is higher; however, it improves with each
course of event because of online RL learning. Also it can be
seen that the number of iterations during last fault occurrence
is less than the first event implying the faster convergence of
NNs. For this test, maximum number of iteration at each time
step is 100 and minimum error assigned is 0.01.
C. Case C. Proposed WADC vs Linear Controllers

Further, performance of the proposed WADC for the last
event in case B, i.e. fault on line 1-2, is compared to PSS
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TABLE III: Case B. Performance of NNs in Trained Dataset

Event Identifier Action Critic

RMSE Max Iter. RMSE Max Iter. RMSE Max Iter.

1 0.010 100 0.021 100 0.016 100
2 0.010 71 0.010 83 0.010 84
3 0.010 43 0.010 54 0.010 55

TABLE IV: Case B. Performance of NNs in Not Trained Dataset

Event Identifier Action Critic

RMSE Max Iter. RMSE Max Iter. RMSE Max Iter.

1 0.530 100 0.476 100 0.489 100
2 0.110 100 0.153 100 0.112 100
3 0.021 100 0.064 100 0.053 100

and conventional GPSS with the parameters of Ks = 1, Ts =
10, T1 = T3 = 0.6280, and T2 = T4 = 0.1025 [3], [31]
(see Fig. 6). For this test, GPSS uses a single differential
frequency signal between two selected areas of 1 and 5 (δ̇A1−
δ̇A5). The parameters are tuned based on small-signal analysis.
Fig. 6a demonstrates the modes of the inter-area oscillation
with frequency of 0.830 Hz and damping factor of 0.605%.
As it can be seen, modes of area 5 has been shifted closer to
the area 1 with the proposed WADC. This result is validated
for inter-area oscillation as well as local speed deviation as
they have been better damped in presence of the proposed
WADC. Fig. 6d shows the derivative of energy function with
respect to time and in terms of elements of control, local and
area states.

D. Case D. Robustness to Delays
It is worth noting that transfer of WAM measurements

to the control center may incur certain time-delays. As a
measurement-based control design, neglecting this property
of WAM may degrade the performance or even destabilize
the control system. Usually, the delay of the WAM signals
in a high-bandwidth communication system is expected to
be small for the purpose of the WADC design. In [32]
the WAM infrastructure and various possible communication
delays have been covered. In this case study the robustness
of the proposed WADC to possible communication delays has
been investigated. All the PMU signals are delayed by 100
ms, which is larger than the expected delay in the realistic
system. Fig. 7 shows the system dynamic response of a the
system (local and inter-area oscillations) with the same fault
scenario as Case C. It can be seen that delays has deteriorated
the WADC performance, however, the system oscillations still
damp faster than the case without WADC. Moreover, the
performance of proposed WADC in the most extreme scenario
is evaluated by increasing the delay time in PMU signals.
Further simulations showed that the WADC is robust to delays
of 350 ms in communication network.

E. Case E. Real-Time Simulation
In order to investigate the performance of the proposed

WAC for real-time transient stability improvement, the New
England part of the test system, so-called IEEE 39-bus system
has been modeled using real-time simulator Hypersim [33].
The simulation is based on EMTP nodal method capable
of running the simulations by parallel computation. The
modeled power system generators are connected to exciter
and PSS acting as local controllers. These controllers run at
the speed of 50 us. For real-time development of the WAC, the
offline pre-training stage of NNs is obtained from the power
system modeled in PST. The WAC model is then imported
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from Matlab-Simulink through the C-code conversion and
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deployed in the Hypersim environment. The input of exciter
is augmented by the WAC actions running at the simulation
time step of 10 ms.

In order to analyze the performance of the proposed ar-
chitecture, a self-clearing 125ms three-phase short circuit at
bus 17 is simulated. This scenario affects all the oscillatory
modes of the devices and the network topology. Area speed
oscillations of the 4 areas of the test system are presented in
Fig. 8a. As shown, a considerable damping improvement is
gained when the proposed architecture is adopted. In addition,
overshoots and undershoots of oscillation are reduced as well.
The local control action of PSS and the WADC are presented
in Fig. 8b. Further, Fig. 8c presents the WADC NNs error.
As it can be seen the identifier, action, and critic NNs have
performed satisfactory in real-time with the maximum error
limited to 0.025 pu. It is worth noting that as mentioned
before, the critic tuning is performed in real-time using the
proposed Prony analysis. The method is capable of identifying
the oscillation parameters, the damping coefficient, as shown
in Fig. 8d and developing the tuned energy function. The
initial values of Q is extracted from mode 1 and participation
factors.
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Fig. 9: Case F. Real-time dynamic performance of the power and control
system (a) Area 2 Oscillation, (b) Control signals of Area 2.

F. Case F. Unstable Case
Further, in order to show the efficiency of the proposed

WADC during unstable disturbances, the fault duration of
previous case study in real-time simulator has been increased
to 135 ms. It can be seen that this condition has led to
system instability with the presence of the local PSS acting
alone or with the GPSS re-tuned based on inter-area modes
of oscillation frequencies as shown in Fig. 9a. However, the
proposed WADC has maintained the system stability. The
respective controller contributions are shown in Fig. 9b. This
case study demonstrates the effectiveness of the proposed
technique in enhancement of the transient stability as the CCT
or duration of the fault has been increased.

VI. CONCLUSION

In this paper a new intelligent energy-based wide-area
damping control design for improved power system transient
stability is presented. The algorithm adapts the reinforcement
learning to optimally solve for a control action policy through
approximate dynamic programming. The cost function is de-
fined to improve the inter-area oscillations and define transient
energy function candidate. Furthermore, an offline and online
tuning method is designed based on extracted eigenvalues
using small signal stability analysis and Prony analysis and
is linked to performance index generation. Results on IEEE
68-bus 16-machine system showed that the proposed method
is able to guarantee the energy function in real-time and
converge it to optimal operating point with higher damping.
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