Scalable Action Mining for Recommendations to Reduce Hospital
Readmission

Abstract

Hospital re-admission problem is one of the long-
time issues of healthcares in USA. Unplanned re-
admissions to hospitals not only increase cost for pa-
tients, but also for hospitals and tazpayers. Action
mining is one of the data mining approaches to rec-
ommend actions to undertake for an organization or
individual to achieve required condition or status. In
this work, we propose a scalable action mining method
to recommend hospitals and tazpayers on what actions
would potentially reduce patient readmission to hos-
pitals. We use the Healthcare Cost and Utilization
Project(HCUP) databases to evaluate our approach.
All our proposed scalable approaches are cloud based
and use Apache Spark to handle data processing and to
make recommendations.

1 Introduction

US hospital expenditures are proven increasing for
the past 2 decades, constituting total spending of $3.3
trillion and 17.9% of US economy as of 2016, given
by US health records [11]. These expenditures are at-
tributed due to various factors like inpatient care price,
ambulatory prices, pharmaceutical prices, unnecessary
visits, and emergency services apart from other social
factors like population growth and aging [8]. Out of
these, research show that 31% of the expenditures are
due to inpatient care [14] and 20%-30% of patients gets
readmission within 30-90 days of discharge [12].

Data mining offers several techniques to extract sur-
prising, unknown, and interesting knowledge patterns
from a massive data. The rule based learning is one of
the simple data mining methods that intends to iden-
tify, learn, and recommend knowledge as rules. Many
rule based methods like association rules and decision
rules exist to generate rules to associate patterns and
classify data respectively. In general, we represent rules
as given in Equation 1, where the antecedent is a con-
junction of conditions and the consequent is the result-

ing pattern in the given data for the given conditions
in antecedent.

condition(s) — result(s) (1)

Action rule is also a knowledge extraction technique
developed in the context to recommend possible tran-
sitions for a person to move from one state to another.
For example, recommending the business to improve
customer satisfaction [17] and sentiment analysis on
Twitter [19]. Action rules follow the representation,
similar to Equation 1, as given in Equation 2, where
U represents a conjunction of stable features, (o — f3)
represents a conjunction of changes in values of flex-
ible features and (0 — ¢) represents desired decision
action.

(@) A (a— B)] = (0 — ¢) (2)

The existing actionable pattern extraction algo-
rithms [24, 22] extract knowledge efficiently when the
data is small, which is not the case in this era of big
data. Limited research like MR-Random Forest[26],
SARGS [3], and distributed Association Action Rules
mining [5] has been done on extracting Action Rules
in a distributed scenario. The ultimate challenges in
extracting Action Rules in a distributed fashion is that
distribution of data among the computation nodes has
to be done in such a way that there is minimum loss
of actionable knowledge extracted from the distributed
data. In this paper, we propose an extension to our
previous work on distributed actionable pattern min-
ing [5]. We propose additional parameters, robust data
distribution strategies to the existing methodology for
extracting actionable patterns in cloud setup and com-
pare its efficiency across all previous methods. We use
the Healthcare Cost and Utilization Project (HCUP)
databases [9, 10] as use case for the proposed pattern
extraction method. Particularly, we aim to extract ac-
tionable recommendations from the HCUP datasets,
that help hospitals to give better care to its patients
and reduce their overall costs for patients in the future.



2 Related Work

Unplanned hospital readmissions are expensive for
both patients and healthcare, and they create unfor-
tunate outcomes to everyone(patients, physicians, tax
payers, and healthcare systems) [14]. Many research
studies have focused on using the voluminous real world
datasets for healthcare applications and decision mak-
ing using such data mining and knowledge extraction
techniques [15]. For example, in particular to hospi-
tal readmission, researchers created a machine learning
model to predict patient readmissions using just billing
codes and basic patient admission characteristics [12].
Some focus on predicting the liklihood of patient read-
mitting to the hospital, modelled as risk prediction,
using Support Vector Machines [6], Logistic Regres-
sion [23], and Neural Networks [28]. Recently, there is
an interesting study on designing a personalized pro-
cedure graphs, which gives a probability on patient’s
future procedure and recommend hospitals in making
decisions for a patient [1, 2].

In the literature, action rules are extracted using
two methods. First method is a rule based approach,
in which intermediate classification rules are extracted
first using efficient rule generation algorithms such as
LERS or ERID. From these extracted rules, action
rules are generated with systems like DEAR [24], which
extracts Action Rules from two classification rules, or
ARAS [22], which extracts Action Rules using a sin-
gle classification rule. Second method is object-based
approaches, in which the Action Rules are extracted
directly from the decision table without any intermedi-
ary steps. Systems ARED [13] and Association Action
Rules [20] works in the object-based approach. Al-
gorithms, except association action rules, runs much
faster with the aim of extracting rules that are bene-
fits the user to the maximum and extracts only limited
recommendations.

Recently, due to the advent of big data, some re-
search [26, 3, 5, 4] started applying distributed com-
puting frameworks like MapReduce [7] and Spark [27]
have been done to extract actionable recommendation
completely in a clustered setup. All these methods aim
to extract complete/approximated results, showing ef-
ficiency over non-parallel methods for big datasets.

3 Background

In this section, we give basic knowledge about De-
cision system, Action Rules and Spark frameworks to
understand out methodology.

3.1 Decision System

Information System can be represented as T =
(X, A, V) where,

X is a nonempty, finite set of data objects or rows

A is a nonempty, finite set of attributes

V; is the domain of attribute a which represents a
set of values for attribute i|i € A

An information system becomes Decision system, if
A= AgiUARUd, where D is a decision attribute. The
user chooses the attribute d if they wants to extract
desired action from d; : 1 € V. Ag; is a set of Stable
Attributes and Ap; is a set of Flexible Attributes. For
example, ZIPCODE is a Stable Attribute and User
Ratings can be a Flexible Attribute.

3.2 Action Rules

In this subsection, we give definitions of action
terms, action rules and properties of action rules [21]

Let T = (X,;AUd,V) be a decision system, where
d is a decision attribute and V = UV, : ¢ € A. Action
terms can be given by the expression of (m, m; — ma),
where m € A and m1,mo € V,,,. mq1 =mo if m € Ag;.
In that case, we can simplify the expression as (m,m;)
or (m =mq). Whereas, m; # mgy if m € Apy

Action Rules can take a form of t;Nt2N....Nt,, where
t; is an atomic action or action term and the Action
Rule is a conjunction of action terms to achieve the
desired action based on attribute D. Example Action
Rule is given below: (a,a1 — ag).(b,by — by) —
(D, D1 — DQ)

3.2.1 Properties of Action Rules
Action Rules are considered interesting based on the
metrics such as Support, Confidence, Utility and Cov-
erage. Higher these values, more interesting they are
to the end user.

Consider an action rule R of form:

(Yl — Yg) — (Zl — ZQ) where,

Y is the condition part of R, which comprise of se-
quence of action terms

Z is the decision part of R

In [21], the support and confidence of an action rule
R is given as

Support(R) = min{card(Y1 N Z1), card(Y2 N Z2)}

Confidence(R) = [cqur(};(Ile)] : [CaZjizlfﬁgzz)z)]

Coverage of an Action Rule means that how many
decision from values, from the entire decision system
S, are being covered by all extracted Action Rules. In
other words, using the extracted Action Rules, Cov-
erage defines how many data records in the decision
system can successfully transfers from Z; to Zo



Table 1: Interesting attributes in the datasets

Attribute Attribute Description

Name

DX, DXCCS Diagnosis codes representing all
diagnosis that a patient follows
during their hospital visit

PR, PRCCS Procedure codes representing all

procedures that are followed on a
patient during their hospital stay

LOS Length of hospital stay

VisitLink Identifier of a patient

DaysToEvent Number of days before next ad-
mission

4 Dataset Description

Statistics of # of patients with # of readmissions
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Figure 1: Representation of number of patients in
Florida with their corresponding readmission frequency
in 2011-2012

The use case that we used for this research is the
medical domain data: Healthcare Cost and Utilization
Project(HCUP) data. For our analysis we use the H-
CUP State Inpatient Data (SID) of the state Florida
of years 2011-2012 [10]. All our data are organized as
each data record representing a patient’s hospital visit
and each patient visit has 298 attributes. Table 1 give a
brief description about interesting attributes that are
available in our datasets and that we use in all our
methods. In total, our SID dataset has 4,008,182 pa-
tient visits of 2,625,083 unique patients. Although, we
do not have a separate boolean attribute called Read-
mitted, we measure this attribute for each patient visit
using attributes LOS and DaysToFEvent. Based on this
measured Readmitted, attribute, we give a plot on num-
ber of patients with their corresponding number of hos-
pital readmission in Figure 1. From this figure, we can
note that the number of patients who have been read-
mitted to the hospitals at very low frequency decreases
constantly and have sudden spikes between readmis-
sion frequencies 40 and 60, and becomes constant for

higher frequencies. We also note that almost 72% pa-
tients in the data has atleast been readmitted to the
hospital atleast once.
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Figure 2: Top 15 diagnosed diseases for patients in
Florida based on their frequency in 2011-2012

Out of 298 attributes, 70% of the attributes are allo-
cated to mark diagnoses and procedures that a patient
follows during their hospital stay. Most importantly,
these diagnoses and procedures are represented as ICD-
9-CM (International Classification of Diseases, Ninth
Revision, Clinical Modification) codes. The data re-
ports two varieties of diagnoses and procedures for cov-
ering these ICD-9-CM codes. One is simple ICD-9-CM
code with around 8,900 unique codes in all diagnoses
and procedures and the other is an Clinical Classifi-
cation Software(CCS) with around 520 unique codes,
which are aggregated versions of ICD-9-CM codes. In
all our experiments, we use the later versions of codes.

In Figure 2, we represent diseases that have
been most diagnosed in Florida in years 2011 and
2012. Interestingly in the data, most diagnosed dis-
ease( Choronary Heart Disease) is not present in the top
procedures list and similarly, the top procedure( Benign
Neoplasm) is not present in top diagnosis. According
to our data, almost 12% of patient visit are resulted
in death after following certain procedures to cure dis-
eases.

5 Methodology

5.1 Data Partitioning strategies

We emphasize the concept of semantic data parti-
tioning module in our actionable recommendation ex-
traction system. It is the special case of the technique
proposed in [2], where they define Personalization as
all possible combinations of diseases that a patient have



been followed in all their hospital vists. Since such
partitioning creates sparse data clusters and results in
complex result aggregation, we create partition for all
possible diagnosis and bucket all patient visits that fol-
low diagnosis for these diseases. This significantly re-
duces the number of data partitions and all partitions
have fair number of patient visits to extract recom-
mendations from them. With this data distribution
strategy, we perform horizontal data partitioning, sim-
ilar to [3], but more semantically instead of random
partitioning and later divide the number of attributes
in the data by vertical data distribution [5]. Since
one big data is broken into multiple chunks of small
resilient distributed datasets, we can extract action-
able patterns from all such small partitions in parallel.
However, the small chunks may sometimes increase the
complexity of our algorithms proposed in previous sec-
tions. For that reason, we propose the following load
balancing approach to handle the situations, where the
data has large number of attributes.

5.2 Privacy settings and Load balancing modules

In addition to parameters that we assign for extract-
ing action rules, we define two parameters for privacy
settings and load balancing in our algorithms to man-
age privacy and efficiency respectively.

5.2.1 Privacy parameters

The data that we use for extracting actionable recom-
mendations may comprise of sensitive information like
user identifiers, places, and practices. Some of these
information when placed together reveals greater pri-
vacy details to others. In most of the cloud computing
techniques, the data is distributed to multiple servers
and the corresponding algorithms use such distributed
data to mine or extract patterns. Since the data gets
distributed to multiple servers, privacy of the data may
get compromised and it is important to address such
issues. Although, we do not handle such problems al-
gorithmically, we give options to users to set input pa-
rameters that gives intuition to our data partitioning
module on which attributes to be given more impor-
tance.

5.2.2 Load balancing parameter

Load balancing is another issue in cloud computing
that we address in this work for extracting actionable
recommendations. Our methods handles two levels of
load balancing. Attracted from dynamic load balanc-
ing algorithms like Ant Colonization Optimization [18]
and Honey Bee foraging [16], we propose load balanc-
ing that follows binary tree structure as given in Fig-
ure 3. We define a function that process this parameter

and split the data accordingly. This method is an ex-
tension of the vertical data partitioning methodology
given in Section 5.3. Instead of terminating the data
partitioning at depth 1, the data partitioning continues
to depth n in a binary fashion, based on the assigned
load balancing parameter. From the binary tree, each
node is a given as a load to the action rule extraction
algorithm and thus reducing the total load into tiny
chunks. Since assigning very high and very low value to
this parameter increases complexity of extracting pat-
terns, we recommend to set a mid-range value to this
parameter. For all our experiments, we set this param-
eter as 2. The next level of load balancing is in-built
load balancing functions in Apache Spark framework.
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Figure 3: Binary Tree Load Balancing Strategy for
Data Distribution

5.3 Distributed Action rules extraction algorithm

Given the load balancing parameter, we require a
model to split the data at each level in the binary tree.
We use the information granules methods proposed by
Bagavathi et.al [5] to distribute the data. Information
granularity solutions can break bigger problems into
fine grained granules. Since our problem is with dis-
tribution of data, we incorporate information granules
to our method. Algorithm 1 gives a brief description
about the process we use to measure overlaps between
2 granules and sub granules in each granules.

We represent a finite set of attributes from the at-
tribute set A from the information system as gran-
ules. We minimize the correlations of granules given
by Equation 3, where C(G) represents correlation of
a sub-granule with sub-granules of the other granule
and m,n represents number of combinations of values
of granules 1 and 2 respectively. The idea is that with
minimum correlation between partitions, there is min-
imum combinations of results from multiple data par-
titions.



Algorithm 1 Granule Based Data Distribution
Require: dataSplitl, dataSplit2
function GETSCORE(splitl, split2)

2: splitSum <+ 0.0
for datal in dataSplitl do

4: p <]
Sc <0
6: for data2 in dataSplit2 do
L «+ datal.lines N data2.lines

8: if L # () then

p.addAll(L)
10: Se =58+ 1

if |p| == |datal.lines| then
12: splitSum + = 1/s,

break

14: return splitSum

splitl Avg = getScore(splitl, split2)/|dataSplit]|
16: split2Avg = getScore(split2, splitl)/|dataSplit2|
return splitl Avg — split2 Avg

Table 2: Sub-granules of granules: A,B and C,D

A,B C,D
Y,N - {xl} N,D1 - {I1,$5,I8}
Y, H - {xy, 73} Y, Dy - {3, 76, 27}
N,N - {LE4,JC6} Y, D1 - {$3}
N7H - {$57$7,$8} N, D2 - {{E4}

Given an information system T, we run our op-
timization(minimizing Equation 3) on all granules:
({A,B} and {C,D},{A,C} and {B,D} ...). Exam-
ple of such combinations and sub-granules are given
in Table 2. In the given example, the number of sub-
granules, m,n = 4. We measure the correlation of
each sub-granule(C(G;),C(G;)) by checking the over-
lap count of the sub-granule with sub-granules of other
granule. For example, C(Gy g) = %, since Y,H from
A, B overlaps with Y, Dy and Y, D1 of the granule C,D.

To extract actionable patterns, we follow a dis-
tributed version of Association Action Rules [20]. We
in particular choose this method because of its dispo-
sition over datasets with large number of attributes
and its ability to extract the complete knowledge in
an efficient execution time. Another advantage of this
method is to calculate properties of actionable patterns
such as support and confidence on the fly unlike other
algorithms, which waits until extracting all patterns.
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X|al D
*¥1 | Y| Dy
X2 [ Y| Dy
x| Y| Dy Action Rliiles RDD
X[A|B|C| D ¥ | N D2
%; | ¥ |n|n| Dy Xs |N| Dy
% [¥|H|¥| D2 ¥ [N | Do
x| v |1[v| Dy i e et
Xg |N|[N[N|Dz Yo [N D LCUQ]E:IEﬂseffcc;:DnJ_' ﬁna‘Agj:tn Rules
Xs [N |[H|N| Dy X |B/C|D RDDs
Xg [N |[N|Y| D2 X NN| Dy
¥7 [N|H[¥| Dz %2 |H|Y|Ds
Xg |[N|H|N| Dy X3 |H|Y| D
Input Data Yxe [N[N] 2 |, [Action Rules RDD
Xs [H|N| Dy 2
X5 [N | Y| D2
%7 H Y| Dz
Xg [H|N| Dy
Partition 2

Figure 4: Example Vertical Data Distribution for Table
1

Table 3: HCUP data attributes and Algorithm param-
eters

Description

67 attributes with DX(1-
31) ; PR(1-31) ; Gender ;
Race ; IsHomeless
Gender ; Race ; IsHome-
less ; PR(1-31)
IsReadmitted
IsReadmitted(1 — 0)

Property
Attributes

Stable attributes

Decision attribute
Required decision

action

Minimum support 30
Minimum confi- || 40%
dence

No. of diseases 262

6 Experiments and Results

To evaluate our methods(load balancing and ver-
tical data distribution), we use the existing cloud
based methodologies to extract actionable patterns
from large datasets. For all experiments, we use H-
CUP data (described in Section 4) and we use all meth-
ods to extract actionable patterns that recommends to
reduce hospital readmission. Following are the meth-
ods that we are evaluating this data:

1. Non-parallel approach [26]: A basic approach to
extract actionable patterns that does not incorpo-
rate any cloud based techniques to retrieve knowl-
edge

2. MR-Random Forest [25]: A Hadoop MapReduce
based approach that partitions the data in random
by rows and find patterns in them
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Figure 5: Total cluster usage by simple vertical data
distribution and semantic data distribution

3. SARGS [3]: A Spark based approach that follows
stratified sampling to distribute the data

4. Simple vertical data partitioning [5]): The basic ap-
proach of the proposed methodology without load
balancing

Since all above methods cannot handle personaliza-
tion, we run these methods sequentially on all diseases.
In Table 3, we give a very short description about the
data and also, we give parameters that we set for all
the above algorithms. For semantic data distribution,
we split the data by their diagnosis codes first. We set
these partitioned data as a source of input for algo-
rithms.

In Table 4, we give the execution time of all our pro-
posed algorithms. We can note that for big datasets
like the HCUP data, the non-parallel version of the ac-
tion rule extraction method takes very long time to ex-
tract action rules. Whereas, the proposed cloud based
performs much faster than the non-parallel methods.
Particularly, our latest paralellized vertical data distri-
bution algorithm achieves better execution time com-
pared to other cloud based counterparts.

In Figure 5, we give total node usage in the clus-
ter by simple vertical data distribution and semantic
data distribution algorithms for the diagnosis code 250.
It is notable from this figure that the simple vertical
data distribution takes more than 1 hour to complete
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Figure 6: Total cluster memory occupied by simple ver-
tical data distribution and semantic data distribution

extracting all actionable patterns, whereas the seman-
tic data distribution taken only around 17 minutes for
extracting the recommendations. Also we can note
that in the vertical data distribution method from Fig-
ure 5a, one or two nodes execute most of the time and
in our semantic data distribution method from Fig-
ure b utilizes much parallalization in the cluster.

We also give the cluster memory usage in Figure 6.
We can note that semantic data distribution in Fig-
ure 6b occupies only limited quantity of data in the
memory while the algorithm progress in extracting ac-
tionable patterns compared to the vertical data distri-
bution method in Figure 6a.

In Table 5, we give action rules of diagnoses given
in Table 4. We consider these actionable patterns as
recommendations to hospitals in such a way that for a
given disease, if the hospital provides treatment or care
for recommended diseases, hospitals can potentially re-
duce the number of hospital readmissions. For exam-
ple with disease code 250, if hospitals give treatment
for disease codes 21(Bone cancer) and 251 (Abdomen
pain), hospitals can reduce readmission by 50%. The
support of 148 shows that the framework identifies 143
entries in the data to acquire this change.



Table 4: Execution time of algorithms for the HCUP data

Dataset Non- MR- SARGS Vertical || Semantic
parallel Random Data Data
algo- Forest Distri- Distri-
rithm bution bution

670(Mental Health | >2 days 3.87 2.14 49 mins 13.7 mins

Disorders) hours hours

250(Nausea & Vom- || >2.5 days || 4.53 2.62 1.14 17 mins

iting) hours hours hours

654(Developmental >2days 3.2 hours || 1.8 hours | 35 mins 11.5 mins
disorders)

233(Intracranial >2days 4.8 hours || 2.3 hours | 57 mins 13.8 mins

injury)

236(Open wounds) >2days 3.5 hours | 2 hours 46 mins 8.6 mins

Table 5: Sample Action Rules from the HCUP data for
selected diagnosis

670(Mental Health Disorders)
250(Nausea & Vomiting)

1. H2504R1 (DX,21 (Bone Cancer) — 251
(Abdominal pain) ) = (Readmission,1— >
0)[Support : 143.0, Con fidence : 58.68%)

2. H2504p2 : (DX,21 (Bone Cancer) — 234
(Internal injury) ) = (Readmission,1 —
0)[Support : 38.0, Con fidence : 60.52%)]

654(Developmental disorders)

1. H6544Rr1 (DX,238 (Surgical procedure
complication) — 11 (Neck/Head Cancer)
) = (Readmission,1 — 0)[Support
49.0, Con fidence : 51.43%)]

2. H6544p2 : (DX, 45(Radiotherapy) — 100 (My-
ocardial infarction) ) = (Readmission,1 —
0)[Support : 44.0, Con fidence : 63.72%]

233 (Intracranial injury)

1. H233 4R : (DX, 228 (Skull fracture) — 52 (Nu-
tritional deficiency) ) = (Readmission,1 —
0)[Support : 65.0, Con fidence : 51.5%]

7 Conclusion

In this work, we have provided an extension to our
existing work [5] by adding additional parameters to
set privacy settings and load balancing to the action-
able pattern extraction techniques. More importantly
we proposed a binary tree based load balancing mod-
ule that split the data by attributes upto certain depth.
Our results showed that this method improved the al-
gorithm performance in execution time for very large
data like H-CUP. Our analysis is the first effort upto
our knowledge to extract actionable recommendations
for reducing hospital readmission in much efficient time
and improved personalization.

Although our methods proved efficient in execution
time, it is not very optimal in memory usage in the dis-
tributed setup. Also, our methods lack subject matter
experts input to evaluate actionable recommendations.
In future, we plan to address these problems by pro-
viding more optimal load balancing modules that are
both memory and time optimal. We also plan to use
experts input to evaluate our results.
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