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ABSTRACT
Social media data is one of the promising datasets to mine mean-
ingful insights with applications in business and social science.
Emotion mining has significant importance in the field of psychol-
ogy, cognitive science, and linguistics etc. Recently, textual emotion
mining has gained attraction in modern science applications. In
this paper, we propose an approach which builds a corpus of tweets
and related fields where each tweet is classified with respective
emotion based on lexicon, and emoticons. Also, we have developed
decision tree classifier, decision forest, and rule-based classifier for
automatic classification of emotion based on the labeled corpus. The
method is implemented in Apache Spark for scalability and BigData
accommodation. Results show higher classification accuracy than
previous works.

CCS CONCEPTS
• Information systems→ Data mining; • Computing method-
ologies → Machine learning approaches;
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1 INTRODUCTION
Twitter is one of the popular social networking site with more
than 320 million monthly active users and 500 million tweets per
day. Tweets are short text messages with 140 characters, but are
powerful source of expressing emotional state and feelings with
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the society of friends. According to author Fox [5] emotion is dis-
crete and consistent response to internal or external events that
have a significance for the organism. Emotion is one of the aspects
of our lives that influences day-to-day activities including social
behavior, friendship, family, work, and many others. There are two
theories related to human emotions: discrete emotion theory and
dimensional model. Discrete emotion theory states that different
emotions arise from separate neural systems, dimensional model
states that a common and interconnected neuro-physiological sys-
tem is responsible for all affective states [30].

Textual emotion mining has quite lot of applications in today’s
world. The applications include modern devices which sense per-
son’s emotion and suggest music, restaurants, or movies accord-
ingly, product marketing can be improved based on user comments
on products which in turn helps boost product sales.

Other applications of textual emotion mining are summarized by
Yadollahi et.al [30] and include: in customer care services, emotion
mining can help marketers gain information about how much sat-
isfied their customers are and what aspects of their service should
be improved or revised to consequently make a strong relation-
ship with their end users [7]. User’s emotions can be used for sale
predictions of a particular product. In e-learning applications, the
intelligent tutoring system can decide on teaching materials, based
on user’s feelings and mental state. In Human Computer Interac-
tion, the computer can monitor user’s emotions to suggest suitable
music or movies [26]. Having the technology of identifying emo-
tions enables new textual access approaches such as allowing users
to filter results of a search by emotion. In addition, output of an
emotion-mining system can serve as input to other systems. For
instance, Rangel and Rosso [22] use the emotions detected in the
text for author profiling, specifically identifying the writer’s age
and gender. Last but not least, psychologists can infer patients’
emotions and predict their state of mind accordingly. On a longer
period of time, they are able to detect if a patient is facing depres-
sion or stress [3] or even thinks about committing suicide, which
is extremely useful, since he/she can be referred to counseling ser-
vices [12]. Though this automatic method might help in detecting
psychology related issues, it has some ethical implications as it is
concerned with human emotion and their social dignity. In such
cases it is always ethical to consult human psychiatrist along with
the automatic systems developed.
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Emotion classification is automated using supervised machine
learning algorithms. Supervised learning involves training the
model with labeled instances and the model classifies the new
test instances based on the training data set. Most of the previous
works in this area of emotion mining [27] and [1] have used manual
labeling of training data set. Authors Hasan et. al. [8] use hash-tags
as labels for training data set. This work focuses on automatically
labeling the data set and then use the data for supervised learning
algorithms.

The previous works [27] [8] [1] have developed text classification
algorithms like k-nearest neighbor and support vector machines.
In this paper, we use decision tree, decision forest and rule-based
decision table majority classifiers for automatic emotion classifica-
tion.

In this paper, we focus on classifying emotions from tweets and
developing a corpus based on the National Research Council - NRC
lexicon [19] [18], National Research Council - NRC hashtag lexicon
[17] [16] and emoticons. The National Research Council - NRC
Emotion Lexicon is a list of words and their associations with eight
emotions (anger, fear, anticipation, trust, surprise, sadness, joy, and
disgust) and two sentiments (negative and positive). We experiment
with several classifiers, including decision tree, random forest,and
rule-based classifiers including decision table majority and prism,
and choose the ones with the highest accuracy.

The reminder of the paper is structured as follows: section II
related work; section III describes the methodology of data collec-
tion, pre-processing, emotion classification, feature augmentation,
emotion class labeling, emotion classification, and spark; section
IV we discuss the experiments, results, and evaluation; section V
concludes the work.

2 RELATEDWORK
This section briefly describes previous works on classifying emotion
from text.

2.1 Emotion Mining From Text
Authors Kim et.al [10] proposed a comparative study for two major
models in emotion mining - Discrete and Dimensional Model. For
Discrete model classifier, they used Wordnet Affect lexicon and
dimension reduction techniques like Latent Semantic Analysis,
Probablistic Latent Semantic Analysis (LSA). To build classifier for
dimensional model they used database of English affective words
.According to their work no method overperforms the others on all
the emotions considered.

Authors Neviarouskaya et.al [20] created a system called ‘Affect
Analysis Model’ which is a rule based system for recognition of
textual emotion. This system utilizes the database that contains
emoticons, acronyms, abbreviations, affect words, interjections and
modifiers along with the manually labeled emotion and intensity
for each of the instances. Based on this database and rules the Affect
Analysis Model identifies the given text or sentence emotion along
with its intensity.

AuthorsMa et.al [13] assesses the affective context from text mes-
sages. They detect emotion from chat and other dialogue messages
and employ animated agents capable of emotional reasoning based
on textual interaction. They used keyword spotting technique for

calculating emotion estimation in text. This is a system that divides
a text into words and performs an emotional estimation for each of
the words, as well as a sentence-level processing technique, i.e., the
relationship among subject, verb and object is extracted to improve
emotion estimation. They used WordNet - Affect database to assign
weights to the words according to the proportion of synsets.

2.2 Emotion Mining From Twitter Data
Twitter is one of the popular social networking site where individual
can post message sharing the personal feelings and express emotion.
The following works concentrate on emotion mining from Twitter
data.

Authors Wang et al. [27] built a dataset from Twitter, containing
2,500,000 tweets and use hashtags as emotion labels. In order to val-
idate the hashtag labeling, they randomly select 400 tweets to label
them manually. Then they compared manual labels and hashtag
labels which had acceptable consistency. They explored the effec-
tiveness of different features such as n-grams, different lexicons,
part-of-speech, and adjectives in detecting emotions with accuracy
close to 60%. Their best result is obtained when unigrams,bigrams,
lexicons, and part-of-speech are used together.

Authors Xia et al. [29], propose distantly supervised lifelong
learning framework for Sentiment Analysis in social media text.
They use following two large-scale distantly supervised social me-
dia text datasets to train the lifelong learning model: Twitter corpus
(English dataset) [25], and Chinese Weibo dataset collected using
Weibo API. This work focuses on continuous sentiment learning in
social media by retaining the knowledge obtained from past learn-
ing and utilize the knowledge for future learning. They evaluate
the model using nine standard datasets, out of which 5 are English
language datasets and 4 are Chinese datasets. The main advantage
of this approach is that it can serve as a general framework and
compatible to any single task learning algorithms like naive bayes,
logistic regression and support vector machines.

Authors Hasan et al. [8] also validate the use of hashtags as
emotion labels on a set of 134,000 tweets. They compared hash-
tag labels with labels assigned by crowd-sourcing and by a group
of psychologist’s. It is found that crowd labels are not consistent
within themselves; On the other-hand psychologist’s labels are
more consistent with hashtags. They developed a supervised classi-
fier, named “EmoTex" which uses the feature set of unigrams, list of
negation words, emoticons, and punctuation’s and runs k-nearest
neighbors (KNN) and support vector machines on the training data
achieved 90% accuracy for multi-class emotion detection.

Authors Bollen et.al [1] analyze temporal tweets to identify emo-
tions. They try to find the correlations on overall emotion of tweets
over a period corresponding to some global event at that moment.

Authors Dos Santos and Gaitti [4] perform Sentiment Analysis
of short texts using deep convolutional neural network model. They
propose a model called Character to Sentence Convolutional Neural
Network - CharSCNN. This model extracts relevant features from
words or sentences using convolutional layers. Authors evaluate
the model using movie review sentences [24] and Twitter messages
[6]. They achieve accuracy close to 86%.

Authors Roberts et.al [23] created manually labeled corpus by
using data extracted from Twitter based on 14 emotion evoking
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Figure 1: Methodology

topics. They classified the data into seven basic emotion categories,
for each of the emotion classification a separate binary support
vector machine was used.They achieved best performance over
the emotion ‘fear’. Macro-average precision and recall for the 7
emotions is 0.721 and 0.627 respectively.

Authors Purver et.al [21] used Twitter data labeled with emoti-
cons and hash-tags to train supervised classifiers. They used sup-
port vector machines with linear kernel and unigram features for
classification. Their method had better performance for emotions
like happiness, sadness, and anger but not good in case of other
emotions like fear, surprise, and disgust. They achieved accuracy
in the range of 60%.

3 METHODOLOGY
3.1 Data Collection
In data collection step we used Twitter streaming API [14] to
collect the data with the following attributes TweetID, ReTweet-
Count, TweetFavouriteCount, TweetText, TweetLanguage, Lati-
tude, Longitude, TweetSource, UserID, UserFollowersCount, User-
FavoritesCount, UserFriendsCount, UserLanguage, UserLocation,
UserTimeZone, IsFavorited, IsPossiblysensitive, IsRetweeted, Retweet-
edStatus, UserStatus, MediaEntities. We collected around 520,000
tweets as raw data. The dataset is available to other researchers
to download upon request. Fig. 1. shows the overall model of the
proposed methodology.

3.2 Pre-Processing
The extracted tweet text is pre-processed to make the informal text
suitable for emotion classification. We lower case all the letters
in the tweet; remove stop words, i.e., the most frequent words in
English which will not add value to the final emotion; replace slang
words with formal text, example b4→ before, chk→ check etc;
After pre-processing we have around 200,000 tweets. Fig. 2. shows
the steps involved in pre-processing.

3.3 Feature Augmentation
In addition to the attributes extracted in the first step of data col-
lection, we add additional attributes that are effective for emo-
tion identification. After the pre-processing step, we augment the
data by adding the following features: FinalEmotion, AngerScore,
TrustScore, FearScore, SadnessScore, AnticipationScore, DisgustScore,
SurpriseScore, JoyScore, PositiveScore, NegativeScore, AngerWordList,

Figure 2: Pre-Processing

Figure 3: NRCWord Level Annotation

TrustWordList, FearWordList, SadnessWordList, AnticipationWordList,
DisgustWordList, SurpriseWordList, AngerEmoticonList, TrustE-
moticonList, FearEmoticonList, SadnessEmoticonList, DisgustE-
moticonList, SurpriseEmoticonList, AnticipationEmoticonList, Anger-
HashTagList, TrustHashTagList, FearHashTagList, SadnessHash-
tagList, AnticipationHashTagList, DisgustHashTagList, Surprise-
HashTagList. Next, we include the top four most frequent word
score and most frequent verb score for each of the extracted tweets.
Inside our processed dataset we found the top most frequently
used words are: love, people, message and instant and the most
frequent verbs are: get, going and know. The attributes LoveScore,
PeopleScore, MessageScore, InstantScore, GetScore, GoingScore,
KnowScore are added to each record of the dataset.

3.4 Emotion Class Labeling
To identify the emotion class, we use the National Research Council
- NRC lexicon [19], [18]. The Annotations in the lexicon are at word-
sense level. Each line has the format: <Term> <AffectCategory>
<AssociationFlag> as shown in Fig. 3.

Apart from word level annotation, to increase the weightage of
each emotion class assigned to tweet we also use the hashtags and
emoticons inside the tweet text. For hashtags, we utilize the Na-
tional Research Council - NRC Hashtag Emotion Lexicon [17] [16]
which is a list of words and their associations with eight emotions
(anger, fear, anticipation, trust, surprise, sadness, joy, and disgust).
The associations are computed from tweets with emotion-word
hashtags such as #happy and #anger. All emoticons were retained
in the data collection process and validated while assigning weights
to each emotion class for a tweet. Fig. 4. shows the list of emoticons
used in this process. Fig. 5. Explains the steps involved in assigning
final emotion class.
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Figure 4: Emoticons

Figure 5: Emotion Labeling

Figure 6: Classification

3.5 Emotion Classification
A systematic technique to build classification model from input
data set is called Classification. It is the task of assigning objects to
one of several predefined categories called class labels as shown in
Fig. 6. Some of the classifiers include naive bayes, support vector
machines, neural networks, decision tree classifiers, and rule-based
classifiers. In this work, we use decision tree, decision forest, and
decision table majority classifier. In our approach we have created
the labeled dataset using the process in Fig. 5. This dataset contains
close to 174,000 of the labeled instances.

Table 1: Information System S

A B D E C - Class

A1 B1 D1 E1 C1
A1 B1 D1 E2 C1
A2 B1 D1 E1 C2
A3 B2 D1 E1 C2
A3 B3 D2 E1 C2
A1 B1 D1 E2 C1
A1 B2 D1 E1 C1
A1 B3 D2 E1 C2
A3 B2 D2 E1 C2
A1 B2 D2 E2 C2
A2 B2 D1 E2 C2
A2 B1 D2 E1 C2
A1 B2 D1 E2 C1

Figure 7: Decision Tree

Most of the previous works for Twitter Emotion Classification
have used k-nearest neighbor and support vector machines, which
obtained average classification accuracy. In attempt to improve the
accuracy, in this work, we develop a decision tree classifier, decision
forest, and rule-based classifier to automatically classify the tweet
emotion.

3.5.1 Decision Tree Classifier. Decision tree algorithm answers
a given classification question using a tree representation. The
decision tree has the following nodes: root node, internal nodes,
and leaf nodes. Consider the data in Table 1. Sample decision tree
for the data in Table 1. is shown in Fig. 7. which depicts the nodes
of the tree. The node with no incoming edges and zero or more
outgoing edges is the root node. Whereas the internal node has one
incoming edge and two or more outgoing edge and leaf node is one
which has exactly one incoming edge and no outgoing edge. Class
label is assigned to the leaf node.

The Decision Tree induction algorithm pseudo-code is given in
Fig. 8

Significant improvements in classification accuracy have resulted
from growing an ensemble of trees and letting them vote for the
most popular class. In order to grow these ensembles, often random
vectors are generated that govern the growth of each tree in the
ensemble. A random forest is a classifier consisting of a collection
of tree structured classifiers h(x,(θ ) k ), k=1, ... where the (θ ) k are
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Figure 8: Decision Tree Pseudo-Code

Figure 9: Random Forest Pseudo-Code

independent identically distributed random vectors and each tree
casts a unit vote for the most popular class at input x [2]. Fig. 9.
shows the algorithm for random forest induction. Pythagorean
forest is a visualization of random forest algorithm as shown on
Fig.14.

3.5.2 Rule Based Classifier. The classification of records in a rule-
based classifier is based on the rule set. Rule set for the classifier

Figure 10: Decision Table Majority - Pseudo-Code

model consists of list of rules in a disjunctive normal form as in
equation 1.

R = (r1Vr2V ...Vrk ) (1)
R , is the Rule set
ri , is the classification rule
The classification rule ri is given as below,

ri : (Condi ) → yi (2)
Condi , is antecedent
yi , is consequent
In general, the rule covers a record if the antecedent of rule

matches the attributes of the record. To build a rule-based classifier,
first step is to extract rule set R as in equation 1.

In this work, we use the decision table majority (DTM) rule-based
classification method [11]. A DTM has two components namely
schema and body. Schema is a set of features that are included
in the table and body is set of labeled instances from the space
defined by the features in the schema [11]. The set of features used
in the schema are selected by feature selection algorithm. By using
features in the schema, DTM classifier searches for exact match for
any unlabeled instance. If the features of unlabeled instance match
with body then the majority class is returned as the class label,
otherwise the majority class of DTM is returned. The pseudo-code
for the DTM algorithm is given in Fig. 10. Flow diagram for DTM
is detailed in Fig. 11.

3.6 Spark
Apache Spark [15] is a popular open-source Cloud platform for
large-scale data processing. Similar to DryadLINQ [31] which is a
programming model for large scale distributing computing, spark
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Figure 11: Decision Table Majority - Flow Chart

provides a fundamental data structure called Resilient Distributed
Datasets(RDD) [32]. RDD’s help achieve faster and efficient MapRe-
duce operations. Spark ecosystem includes the following compo-
nents: Spark Streaming, Spark SQL, Spark GraphX and Spark Ma-
chine Learning Library - MLlib. In this work, we use MLlib [15] to
implement our decision tree classifier. We implement decision table
majority method in Spark by using scala programming language.

4 EXPERIMENTS AND RESULTS
In this section we describe our experiment and results. We extract
the data via Twitter streaming API [14] using Apache Spark [15]
scala programming language. The raw data extracted consists of
around 520,000 instances. The extracted data is pre-processed as
described in Fig. 2. This results in a corpus of tweets and supporting
features consisting of around 174,000 instances. As part of feature
augmentation additional attributes are added to the existing corpus
along with the emotion label. We use the National Research Council
- NRC Lexicon [19][18] to label data with emotion class as shown
on Fig. 5.

4.1 Decision Tree
The decision tree classifier is built in both WEKA Data Mining
Sofware [28] and Apache Spark [15] for comparison and scala-
bility purpose. We perform several experiments with the feature
set and select the following features for decision tree classifica-
tion AngerScore, TrustScore, FearScore, SadnessScore, Anticipation-
Score, DisgustScore, SurpriseScore, JoyScore, PositiveScore, Neg-
ativeScore, LoveScore, PeopleScore, MessageScore, InstantScore,
GetScore, KnowScore, GoingScore, Source, UserFollowers, UserFa-
vorite, UserFriends, UserLanguage, isPossiblySensitive, MediaEnti-
ties.

Table 2: Weka Decision tree - Confusion Matrix

A B C D E F G H

15818 0 2 1 4 1 0 6 A - Sadness
7 10328 2 24 6 7 5 9 B - Joy
9 10 3050 3 4 2 6 6 C - Fear
1 1 0 20201 5 2 2 0 D - Anticipation
3 4 2 7 9130 5 1 3 E - Trust
3 9 8 2 3 2267 1 2 F - Surprise
7 6 14 5 5 5 4082 12 G - Anger
5 11 2 2 1 5 8 4734 H - Disgust

Table 3: Precision,Recall,F-Measure - Weka Decision Tree

Measure Sadness Joy Fear Anticipation Trust Surprise Anger Disgust

Precision 0.998 0.996 0.990 0.998 0.997 0.988 0.994 0.992
Recall 0.999 0.994 0.987 0.999 0.997 0.988 0.987 0.993

F-Measure 0.998 0.995 0.989 0.999 0.997 0.988 0.991 0.992

Table 4: Spark Decision tree - Confusion Matrix

A B C D E F G H

20117 18 0 226 0 38 0 0 A-Anticipation
0 14930 23 77 0 101 436 0 B - Sadness
354 433 9326 271 12 25 13 0 C - Joy
9 29 172 8696 159 111 0 0 D - Trust
51 327 15 41 4106 153 38 0 E - Disgust
22 19 32 16 58 4058 0 0 F - Anger
204 94 36 1892 90 175 632 0 G - Fear
204 181 41 1784 41 38 15 0 H - Surprise

Table 5: Precision,Recall,F1-Score - Spark Decision tree

Measure Anticipation Sadness Joy Trust Disgust Anger Fear Surprise

Precision 0.9597 0.9313 0.9669 0.6687 0.9193 0.8635 0.5573 0
Recall 0.9861 0.9590 0.8938 0.9476 0.8678 0.9650 0.2023 0

F1-Score 0.9727 0.9449 0.9289 0.7841 0.8928 0.9115 0.2969 0

The dataset is split into train and test dataset with the ratio of
60 and 40 respectively. The decision tree model is trained with the
train set, the model’s accuracy is validated by using the test dataset.

4.1.1 WEKA. Webuild a decision tree classifier J48model inWEKA
Data Mining Sofware [28] for our Twitter emotion dataset. We
achieve accuracy of 99.6% with WEKA’s decision tree. The confu-
sion matrix and evaluation measures are shown is shown in Table
2 and Table 3.

4.1.2 Spark. In order to build the decision tree with Spark we use
the Machine Learning Library MLLib - ‘DecisionTreeClassifier’ to
train the model. We use scala programming language. We test with
both Spark cluster single node instance, and Spark cluster with
6 nodes. The Spark cluster is installed over Hadoop YARN, and
the 6 nodes are connected via 10 GigaBits per second Ehternet
network. Visualization of the decision tree is shown is Fig. 12. and
Fig. 13. With this model we achieve accuracy of 88.45% for emotion
classification of Twitter dataset for both single node and 6 node
cluster configuration . Table 4. shows the confusion matrix and the
evaluation measures are shown in Table 5.
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Table 6: Decision Tree Execution Time in Seconds - Spark
Single Node, Spark 6 Nodes

Number of Instances Spark Single Node (Secs) Spark 6 Nodes (Secs)

174689 59.33 46.57

Figure 12: Decision Tree Left Side - Class Emotion - Twitter
Dataset

Figure 13: Decision Tree Right Side - Class Emotion - Twitter
Dataset

The average execution time results for Spark single node and 6
nodes are shown in Table 6.

4.2 Decision Forest - Random Forest
4.2.1 WEKA. We build a decision forest - random forest classifier
model in WEKA Data Mining Sofware [28] for our Twitter emotion
dataset. We achieve accuracy of 88.8% with WEKA’s DecisionForest.
The confusion matrix is shown in Table 7. The evaluation results
with precision, recall and F-measure is given in Table 8.

A visualization of the decision forest - random forest - is the
pythagorean forest, as shown on Fig.14.

In Table 5 and Table 8, we see that precision and recall of ‘fear’
and ‘surprise’ emotion are lowest compared to ‘anticipation’ and
‘sadness’. We infer that the number of instances of training data for
emotion ‘fear’ and ‘surprise’ is low, compared to the rest of the class
labels, so the training model does not capture many correlations
in the features. Fig.15. shows a tree map based on the number of
instances in each emotion class. Therefore increasing the number of
instances in the training set would improve the classifier accuracy.

Table 7: Weka Decision Forest - Confusion Matrix

A B C D E F G H

15650 1 0 0 81 0 100 0 A-Sadness
34 9686 0 475 155 0 28 10 B - Joy
735 52 0 190 1860 0 173 80 C - Fear
19 0 0 20146 18 0 29 0 D - Anticipation
33 163 0 274 8452 0 88 145 E - Trust
203 55 0 193 1797 0 19 28 F - Surprise
20 22 0 19 20 0 3987 68 G - Anger
352 34 0 56 51 0 114 4161 H - Disgust

Table 8: Precision,Recall,F-Measure - Weka Decision Forest
tree

Measure Anticipation Sadness Joy Trust Surprise Disgust Anger Fear

Precision 0.943 0.918 0.967 0.68 0.0 0.926 0.879 0.0
Recall 0.997 0.989 0.932 0.923 0.0 0.873 0.964 0.0

F-Measure 0.969 0.952 0.95 0.783 0.0 0.899 0.919 0.0

Figure 14: Decision Forest - Pythagorean - Class Emotion -
Twitter Dataset

4.3 Decision Table Majority
We implement the decision table majority as a rule-based classifi-
cation method [11] for comparison purpose. We analyze several
rule-based classification methods with our Twitter dataset for their
accuracy, running time, and feasibility of implementation on a cloud
clustered environment including: ZeroR, OneR [9], Decision Table
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Figure 15: Tree Map - Corpus - Emotion Class Label Distri-
bution

Table 9: Rule Based Classifier - Analysis

Algorithm Accuracy Running Time (Seconds)

ZeroR 28.92 0.28
OneR 49.76 0.89

Decision Table 96.45 212.78

Table 10: Weka Decision Table Majority - Confusion Matrix

A B C D E F G H Class

15498 0 9 302 0 0 17 6 A-Sadness
174 9861 0 332 0 8 0 13 B - Joy
134 0 2797 156 0 0 3 0 C - Fear
217 52 0 19942 1 0 0 0 D - Anticipation
118 8 0 221 8808 0 0 0 E - Trust
38 6 0 88 2 2161 0 0 F - Surprise
128 0 2 138 0 2 3861 5 G - Anger
110 0 0 180 0 4 5 4469 H - Disgust

Table 11: Weka Precision,Recall,F-Measure - Decision Table
Majority

Measure Sadness Joy Fear Anticipation Trust Surprise Anger Disgust

Precision 0.944 0.993 0.996 0.934 1 0.994 0.994 0.995
Recall 0.979 0.949 0.905 0.987 0.962 0.942 0.934 0.937

F-Measure 0.961 0.971 0.948 0.959 0.981 0.967 0.963 0.965

[11]. The Accuracy results are shown in Table 9. Based on the re-
sults, we see the decision table majority classifier produces the best
accuracy for our Twitter emotion dataset.

4.3.1 WEKA. We build a decision table majority classifier model in
WEKA Data Mining Software [28] for our Twitter emotion dataset.
We achieve accuracy of 96.45%withWEKA’s decision table majority.
The confusionmatrix is shown in Table 10. The evaluationmeasures
are shown in Table 11

Figure 16: Decision Table - Sample Rule

Table 12: Spark Decision Table Majority - Confusion Matrix

A B C D E F G H Class

14591 0 0 1120 0 0 0 0 A-Sadness
0 9160 0 963 0 0 0 0 B - Joy
0 0 2614 572 0 0 0 0 C - Fear
0 0 0 20090 0 0 0 0 D - Anticipation
0 0 0 694 8581 0 0 0 E - Trust
0 0 0 221 0 1980 0 0 F - Surprise
0 0 0 586 0 0 3783 0 G - Anger
0 0 0 536 0 0 0 4385 G - Disgust

4.3.2 Spark. The schema of decision table is the features in the
data which contribute to maximum accuracy. We use filter based
feature selection algorithm in WEKA Data Mining software [28].
Some of the algorithms to extract the features for decision table
Significance are: attribute evaluator, chi-squared attribute evaluator,
Gain ratio attribute evaluator, greedy stepwise attribute evaluator,
and filter attribute evaluator. Among the listed algorithms, gain
ratio attribute evaluator is most appropriate for the given dataset.
We use the top 11 features from the entire Gain Ratio list. This
selection is based on the accuracy yielded by using the selected
features on the decision table majority algorithm.

The list of selected features for decision table majority algo-
rithm using gain ratio feature selection algotithm is: AngerScore,
TrustScore, FearScore, SadnessScore, AnticipationScore, DisgustScore,
SurpriseScore, JoyScore, PositiveScore, NegativeScore,LoveScore
and FinalEmotion.

In order to build the decision table majority classifier with Spark,
we design the schema based on the above features. Train data
with class labels are loaded as decision table based on the schema.
First the decision table is loaded. Then the decision table induction
matches the test data as per the decision table schema. A sample rule
produced by the decision table is shown on in Fig.16. If matching
records are identified then the algorithm returns the class with
largest number of matching instances. Otherwise the algorithm
returns the default class, which is usually the class with highest
number of records in the Decision Table schema. According to
Fig.15 we observe that the default class in our data is ‘anticipation’.

This method produces classification accuracy of 93.28% for our
Twitter emotion Dataset. The confusion matrix is shown in Table
12, and the Table 14 shows the evaluation measures of precision,
recall and F-measure for each of the emotion class labels.

Decision table majority is implemented in Apache Spark [15]
using Scala programming language. We test in a single node cluster,
and 6 nodes cluster configuration. Results show that the execution
time is faster in 6 node cluster when compared to a single node.
The average execution times are shown in Table 13.

The Table 15, shows the accuracy obtained by the three models
used in our work.
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Table 13: Decision Table Majority - Average Execution times
in Seconds -WEKA, Spark SingleNode, Spark 6NodeCluster

Number of Instances Spark Single Node (Secs) Spark 6 Node (Secs)

174689 62.42 37.39

Table 14: Spark Precision,Recall,F1-Score - Decision Table
Majority

Measure Sadness Joy Fear Anticipation Trust Surprise Anger Disgust

Precision 1 1 1 0.8106 1 1 1 1
Recall 0.9287 0.9048 0.8204 1 0.9251 0.8995 0.8656 0.8910

F1-Score 0.9630 0.95 0.9013 0.8954 0.9611 0.9471 0.9281 0.9424

Table 15: Result comparison

Model Accuracy

Decision Tree 88.45% - 99.6%
Decision Forest 88.8%

Decision Table Majority 93.28% - 96.45%

5 CONCLUSIONS
In this work, we perform automatic detection of emotions in Twitter
dataset. We utilize the National Research Council - NRC Emotion
Lexicon to label the Emotion class for our data. We examine several
classifiers and choose the decision tree and decision forest ( ran-
dom forest) as well as the decision table majority methods. These
methods have not been used before for Twitter emotion classifica-
tion. We report higher classification accuracy than any previous
works. Our accuracy is 88.45% - 99%, compared to 60% - 90% for
previous works, which mostly use the support vector machines and
k-nearest neighbor classifiers. We implement the data collection,
pre-processing, feature augmentation, and the proposed classifiers
on both WEKA and Apache Spark system over Hadoop cluster for
scalability purpose. Our Spark implementation is able to scale to
BigData sets, as data is divided into partitions and is processed in
parallel at each cluster node. Applications of this work include de-
tection of emotions for: improving customer satisfaction, e-learning,
psychological health care, and designing intelligent phones and
devices which recognize user emotion. In the future, we plan to
perform actionable pattern mining on our Twitter Emotion dataset
to suggest ways to alter the user emotions from negative to positive
sentiment.
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