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Abstract:

Most of the mined knowledge with KDD is presented in a form of rules. In addition to uncovering important patterns, action rules may suggest actions to be taken based on that knowledge. In this way contributing to business strategies and scientific research.

        The large amounts of knowledge in the form of rules presents a challenge of identifying the essence, the most important or interesting part, of high usability. In this paper, we propose an improved method for discovering short descriptions of action rules, with agglomerative clustering. By incorporating the right hand side of the rule into the clustering, we are better able to control object shift unexpectedness, as we attach descriptions to each tuple, specifying how the object will change. 

1. Introduction

With KDD (knowledge discovery of databases) we extract previously unknown patterns from large amounts of data. Patterns are of interest if they are being useful, meaningful, or otherwise have applications in business, medicine, science, and similar organizations.
Action rules are of interest since they suggest actionable patterns. In other words, the user can act on them to his/her advantage. For instance, an actionable pattern can be used in the decision making process of a business to increase profit. 
With large amounts of data, comes large amounts knowledge generated by the pattern discovery techniques. They often require time consuming post-processing of the mined results, in order to identify patterns meaningful to the user in the context he/she is interested.

A challenging research problem in the field relates to reducing the volume of the discovered patterns, and selecting the interesting ones.
In this paper, we propose an improved method which decreases the space of action rules. We discover short descriptions of action rules, by agglomerative clustering. We define a distance measure based on granularity, and the overlap between sets. We cluster based on the decision attribute, the left hand side, and finally the right hand side of the rule. We, therefore, provide means for reducing the volume of the mined results, and supply the user with short general descriptions of high interest actionable knowledge. 
This paper is organized as follows: review of related work in section 2; next, extraction of action rules; distance measure in section 4; we present an improved clustering method in section 5; and, in the last section 6 we conclude with discussion.
2. Related Work

In recent research, we have observed a focus on: facilitating the user with grasping the significance of the mined rules, in the context of a business action plan [1, 3, 4, 5, 6, 7, 8, 9, 10].

An action rule, provides hints to a business user to what changes within attributes are needed in order to re-classify customers from low profitability to high profitability class, introduced by Ras an Wieczorkowska [6]. It is assumed that attributes in a database are divided into two groups: stable and flexible. By stable we mean attributes whose values cannot be changed (age, place of birth, number of children). On the other hand, attributes (like interest rate, or loan approval) whose values can be changed or influenced are called flexible. Each action rule was originally constructed from certain pairs of association rules. 

A new simplified strategy for action rule extraction was proposed by Ras and Wyrzykowska in [4]. In that work, we no longer use pairs of classification rules, but rather "grab" the objects. In this sense the action rules are mined directly from the database.

Tzacheva and Ras [5] introduce the notion of a cost and feasibility of an action rule. They suggest a heuristic strategy for creating new action rules, where objects supporting the new action rule also support the initial action rule but the cost of  reclassifying them is lower or even much lower for the new rule. In this way the rules constructed are of more interest to the users.

In [7] Tzacheva and Ras combine previous approaches leading to an improved constraint based action rule discovery with single classification rules. The minimum support, confidence, and feasibility parameters are specified by the user to produce an action rule of desirable low cost.

Yang and Cheng [10] aim for converting individuals from an undesirable class to a desirable class. Suggested actions are rooted in case-base reasoning. A small group of highly representative base is formed through identified positive cases. This "role model" is then used to formulate marketing actions. The notion of cost of the action is also regarded. A 1-NN classifier, 1-cluster-centroid classifier, or SVM is used. Such classifiers could become inadequate for disk-resident data due to their long computational time.

Ras et al.'s work on action rules is probably the pioneer in the action rule mining [4, 5, 6, 7, 8]. The notion of actionable attribute and the stable attribute is found from the beginning of their work. In most of their methods, they use a heuristic rule discovery method first to obtain as set of rules then they use a procedure which pairs a rule which predicts the positive class with a related rule which predicts the negative class. Unlike an exhaustive method, their method can miss important rules. 
Mining action rules from scratch [1, 4, 10], i.e. directly from the database without using pairs of classification rules, or a similar approach which will present an exhaustive method, would supply us with all important rules. Clearly, the space of such rules is quite huge.

Tzacheva [2] introduced a generalization technique, which creates summaries of action rules, by utilizing an exhaustive method. The author provided great means for reducing the space and furnished the user with the essence of the actionable knowledge. The author also introduced the notion of diversity of action rule summaries [2].  Their clustering method, partitioned the action rule space based on supporting objects of an action rule. This method did not address the possibility of certain objects being moved to an unpredicted class.

In this work, we present an improved clustering method, which is based on the decision attribute, the left hand side, and next the right hand side of the rule. By incorporating the right hand side of the rule, we are better able to control such unexpectedness, as we attach descriptions to each tuple, specifying how the object will change. 

3. Extracting Action Rules

By using ARAS [5] we discover action rules of the form:
[header] ^ [(((] ( (d , ( di)
where d is fixed, however di (right hand side) can be any value, which belongs to the domain of d. For simplicity reason, we assume that   Vd = {d1, d2, d3} .

In order to avoid inconsistency, we take a group of all action rules for a fixed di .  Assume that   {rji} j ≤ n(i)   is such a group, and   Aji   is a supporting set of objects for   rj   where   1 ≤ j ≤ n(i) , i ≤ 3 . Let   tji   be a term in conjuct form describing Aji  .





                                       n(1)

By taking the disjunctive normal form (DNF)    ⋁tj1 = ⋀Si   where each Si is a disjunct. 






           j=1
Each disjunct will gives us a new rule:
r1 ^ r2 ^ r3 ^ …

r1 = [header] ^ [(((] ( (d , ( d1)
We assign a label to every set, to indicate the di  it will be converted to.
	Set
	Label

	A1
	d1

	A2
	d1

	A3
	d1

	…
	…

	Aj
	d1

	Set
	Label

	B1
	d2

	B2
	d2

	B3
	d2

	…
	…

	Bj
	d2

	Set
	Label

	C1
	d3

	C2
	d3

	C3
	d3

	…
	…

	Cj
	d3
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With consistent Information Systems, we will have no overlaps.

4. Distance

We assume hierarchical attributes. We define a distance measure based on granularity. The distance is equal to the number of different atomic terms between two rules.

For instance, the distance between

a1 ^ b1
a1 ^ b2
is equal to 1 .

While the distance between:

a1 ^ b1

a1 ^ b
would be  0  since  a1 ^ b1  is included in  a1 ^ b   because of the hierarchical structure.
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We will use a distance of ½ for every level of granularity depth. For example, the distance between:

a1 ^ b1

      a1 ^ 

would be  ½ , where the blank square is arbitrary value of   b  .

The distance between:

                                                           a1 ^ b11
            a1 ^ 
is  ¼  since b11  is two levels deep.

5. Clustering

By looking at all of the sets we described above, we notice that if we combine two sets together, some elements will move into the new (merged) set, which should not be there, i.e. there will be an overlap. 

For instance,

	A1
	d1

	A2
	d1

	A
	d1


	a1   b     c12   d13     (
	d1

	a2   b1   c12   d14       (
	d1

	a    b    c12   d1       (
	d1


generalized


A  is a generalization of  A1  and  A2  . We would like to have the smallest generalized A .  So, we will calculate the distance next.

The distance   d(A1, A2) = calculated as negative distance between  A  and other clusters  outside of A group, i.e.  with label  different than d1  , such as   d2 or d3 .


For example, if the: 

overlap of   A ^ B3  =  5 elements 

overlap of  A ^ C2 =  4 elements

then after we calculate all overlaps, we will choose the set with the maximum number of elements overlapping.  Let’s assume that is  overlap of   A ^ B3  =  5 elements , and that the number of elements in A is = 85.  Then the distance 

d(A1, A2) = 5 / 85

Analogically, we will compute the distance of all other sets of the same label. The two sets, which have the smallest distance we will choose to merge. This agglomerative clustering is illustrated below.
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The smallest distance is  d(B2, B3) = 2/85 , so we will merge  (B2, B3) - into B, and re-compute the table. The distance from the merged set B  to B1 for example, will be calculated as follows:

d( B1, (B2, B3) ) = ½ d(B1, B2) + ½ d(B1, B3) – ¼ d(B2, B3)
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Next, again we merge the two smallest, and re-compute the table.

For a stopping condition, we will use a generalization threshold  ( ,  and monitor for dense groups, and jumps in the distance.
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If we do not meet the generalization threshold  (  value, we stop.

At this time, we have used the left hand side of the action rules (underlined), to result with the clusters above. 
r1 = [header] ^ [(((] ( (d , dj( di)
	First, we hard-partitioned by left side of decision (fixed).
	Next, we defined the distance to merge using the left hand side terms.
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∞



Resulting clusters, we will call them groups – G1, G2, G3, …, Gn .



By focusing on the left hand side, we are not taking into consideration the changes, which will occur in the right hand side of the terms during the generalization.
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For example, if the following two rules were generalized (merged), then the right hand side for the term with attribute   a   can be arbitrary (as we go up to the root in the hierarchy) . We may not allow that to happen, since a value needs to be specified.
	[a, a12 ( a1] ∧ [b, b12 ( b22 ] (
	(d, d1( d3)

	[a, a1   ( a2] ∧ [b, b1 ( b2 ]   (
	(d, d1( d3)

	[a,  a1 (       ] ∧ [b, b1 ( b2 ](
	(d, d1( d3)


generalized


Therefore, we will link a description to each tuple within a group Gi, specifying how the right hand side will change .  Assume  Gi  = { t1, t2, t3, …, tk } are the tuples in group Gi after the above described clustering has run . Action rule will change them to:
Gi  = { t1, t2, t3, …, tk } (  { t1’, t1’’, t2’, t2’’, t2’’’, t3’, …, tk’ }

since each tuple may support more than one rule . 

Such descriptions are linked to all groups .







Next, we run new clustering based on the right hand side, following the same procedure described above .
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The distance is calculated in the same way as well, except if the generalization is giving the root (an arbitrary value), then the distance is defined as   (  .
	[ a123  ∧ b131 ]
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After this clustering is finished, within each group, we have a number of action rules (two or more), with same decision part . We generalize these rules to create an action rule summary . For example:
generalized
7. Conclusion

In this work, we present an improved method for to decrease the space of action rules, through the creation of summaries, and the use of hierarchical attributes. This agglomerative clustering method generates summaries, or short descriptions of action rules. It is first hard partitions by fixing the decision attribute, next clusters using the left hand side, and finally clusters based on the right hand side of the rule. By incorporating the right hand side of the rule, we are better able to identify object shifts into new tuples after the actions are applied. This method provides improved means for reducing the volume of mined action rules. It supplies the user with short general descriptions of high interest actionable knowledge.Directions for the future include implementation and testing with real-life datasets. Applicable fields are: business, financial, medical, industrial.
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Fig. 1. Supporting sets for fixed di





Fig. 2. Generalization example
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Fig. 3. Clustering and overlap based distance





Fig. 5. Clusters to merge – smallest distance





Fig. 6. Recomputing the distances with new cluster B
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Fig. 7. Stopping condition based on threshold





Fig. 8. Clustering on hard partition fixed di and left hand side of rule.
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Fig. 9. Resulting cluster groups
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Fig. 10. Left hand side and right hand side of rule





Fig. 11. Arbitrary right hand side
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Fig. 12. Change descriptions linked to groups





Fig. 13. Clustering based on right hand side of rule





Fig. 14. Action rule summary 











