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Abstract
Action rules can be seen as an answer to the question: what one can dcsulith oé
data mining and knowledge discovery? Some applications include: medicalefield,
commerce, market basket analysis, customer satisfaction, andmnaksis. Action
rules are logical terms describing knowledge about possible actiongiatsd with
objects, which is hidden in a decision system. Classical strategliscovering them
from a database requires prior extraction of classification rules wimnekt are
evaluated pair by pair with a goal to suggest an action, based on condition feiatures
order to get a desired effect on a decision feature. An actionabdgegyr is
represented as a term r Hw/l{a-pL)=[p- y/, where w a, [, ¢ and ¢ are
descriptions of objects or events. The term r states that whdixédeconditionwis
satisfied and the changeable behaviaor(f) occurs in objects represented as tuples
from a database so does the expectatign. ). With each object a number of
actionable strategies can be associated and each one of them may le&érentdi
expectations and the same to different reclassifications of objedtss paper we will
focus on a new strategy of constructing action rules directly fromesuigssification
rules instead of pairs of classification rules. It presents a gain osithplicity of the
method of action rules construction, as well as on its time corpl&{e present A*-
type heuristic strategy for discovering only interesting action ruidséch satisfy user-
defined constraints such as: feasibility, maximal cost, and minimaideoice. We,
therefore, propose a new method for fast discovery of interestiiog awtes.
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1. Introduction

There are two aspects of interestingness of ruleishtéive been studied in data mining
literature, objective and subjective measures (Liu, 199%Qprhavicius & Tuzhilin,
1997), (Silberschatz & Tuzhilin, 1995, 1996). Objective measures &aeddeen and
domain-independent. Generally, they evaluate the ruésedo on their quality and
similarity between them. Subjective measures, includingxpectedness, novelty and
actionability, are user-driven and domain-dependent.



The notion of an action rule, constructed from cargairs of association rules, has been
proposed in (Ras & Wieczorkowska, 2000). Its differentritédin was given earlier in
(Geffner & Wainer, 1998). Also, interventions introduced (Greco, 2006) are
conceptually very similar to action rules. Action rulesve been investigated further in
(Tsay & Ras, 2005, 2006), (Tzacheva & Ras, 2005), (Ras & Dekizi 2006).

In (Tzacheva & Ras, 2005) the notion of a cost and feagilsif an action rule was
introduced. The cost is a subjective measure and feagilslian objective measure.
Usually, a number of action rules or chains of actidas can be applied to re-classify a
certain set of objects. The cost associated with clsaofjealues within one attribute is
usually different than the cost associated with chan§ealues within another attribute.
The strategy for replacing the initially extractedi@ttrule by a composition of new
action rules, dynamically built and leading to the sameelassification goal, was
proposed in (Tzacheva & Ras, 2005). This composition ekruhiquely defines a new
action rule. Objects supporting the new action rule silggport the initial action rule but
the cost of reclassifying them is lower or even mueVelofor the new rule.

In (Ras & Dardzinska, 2006) authors propose a new simplifratiegy for constructing

action rules. In this paper, we present a heuristi¢egfyafor discovering interesting
action rules which satisfy user-defined constraints sscheasibility, maximal cost, and
minimal confidence. There is a close correspondencsyntax between the rules
generated by Tree-Based Strategy (Tsay & Ras, 2005) arsdcanstructed by this new
method.

2. Action Rules

In the paper by (Ras & Wieczorkowska, 2000), the notiomamfaction rule was
introduced. The main idea was to generate, from a datadjaseial type of rules which
basically form a hint to users showing a way to resif§ objects with respect to some
distinguished attribute (called a decision attribute) ugalof some of attributes, used to
describe objects stored in a database, can be changedsanbahge can be influenced
and controlled by user. However, some of these changeemg¢tance “profit”) can not be
done directly to a decision attribute. In such a cdsgnitions of this decision attribute in
terms of other attributes (called classificationilatttes) have to be learned. These new
definitions are used to construct action rules showihgtvehanges in values of some
attributes, for a given class of objects, are needeck-classify these objects the way
users want. But, users may still be either unable orlimyvio proceed with actions
leading to such changes. In all such cases, we mayhdeamefinitions of a value of any
classification attribute listed in an action rule. Byplacing this value of attribute by its
definition extracted either locally or at remote si{# system is distributed), we construct
new action rules which might be of more interest tersishan the initial rule (Tzacheva
& Ras, 2004).

We start with a definition of an information systeiwem in (Pawlak, 1991).
By an information system we mean a p8ir= (U, A) where:
1. Uis a nonempty, finite set of objects (object identsje



2. Ais a nonempty, finite set of attributes ke U - V, for aJ A whereV, is
called the domain @t

Information systems can be seen as decision tablesyliecision table together with
the set of attributes a partition of that set intcnditons and decisions is given.
Additionally, we assume that the set of conditionpastitioned into stable and flexible
(Ras & Wieczorkowska, 2000).

Attribute a [0 Ais called stable for the sekif its values assigned to objects frausncan
not be changed in time. Otherwise, it is called flexilface of birth” is an example of a
stable attribute. “Interest rate” on any customer aontas an example of a flexible
attribute. For simplicity reason, we consider decigmbles with only one decision. We
adopt the following definition of a decision table:

By a decision table we mean an information sys&m (U, AsilJ Aq [{d}), whered
OAs: Ar is a distinguished attribute called the decision. dleenents ofAs;are called
stable conditions, whereas the elementsfpf [1{d} are called flexible. Our goal is to
change values of attributesAg for some objects in U so the values of the attributerd fo
these objects may change as well. Certain relationSeifygeen attributes froms:[] Ar
and the attribute will have to be discovered first.

By Dom(r) we mean all attributes listed in tHe part of a rule r extracted fro®& For
example, if r = [ (al,3)*(a2,4) - (d,3)] is a rule, theom(r) = {al,a2} By d(r) we
denote the decision value of rulein our examplel(r) = 3.

If rl, r2 are rules andB //Ar [ As: is a set of attributes, theml/B = r2/B means that
the conditional parts of ruleg, r2 restricted to attributel3 are the same.
For example ifrl = [(a1,3) - (d,3)], thenrl/{al} = r/{al}.

Assume also that(a, v — w) denotes the fact that the value of attribatbas been
changed fronv to w. Similarly, the term(a, v — w)(x) means thata(x)=v has been
changed toa(x)=w. Saying another words, the prope(ty v) of an objectx has been
changed to propertfa, w). Assume now that ruled, r2 have been extracted fror8
and rl/[Dom(rl)nDom(r2)nAs{ = r2/[ Dom(rl) nDom(r2)nAs{, d(rl)=k1, d(r2)=k2.
Also, assume thatfbl, b2,..., bp)s a list of all attributes inDom(rl) » Dom(r2) n Ag
on which r1, r2 differ andrl(bl)=v1, r1(b2)=v2,..., rl(bp)= vp, r2(b1)= wil, r2(b2)=
w2,..., r2(bp)= wp

By (r1,r2)-action rule we mean a statemant
[r2/As: [7(b1, v1- wl) [/(b2, v2 - w2) [1..[7(bp, vp - wp)] = [(d, k1 - k2)].

Objectx /7U supports action rulg if x supports the descriptiopm2/As: //(b1, v1)/J
(b2, v2)1..[0(bp,vp) 7 (d, k1)]. The set of all objects id supporting is denoted by
U™, The termr2/As; is called the header of action rule.



Extended action rules, introduced in (Ras & Tsay, 2003), fargpecial subclass of
action rules. We construct them by extending headerstminarules in a way that their
confidence is getting increased. The support of extendednaailes is usually lower
than the support of the corresponding action rules.

3. Action Rule Discovery Based on a Single Classification Rule
Let us assume tha® = (U, As JAr [Ad}) is a decision system, wherk//As; [/Ar IS a
distinguished attribute called the decision. Assume &alsbd; //Vy and x /7U. We say
thatx is ad;-object if d(x)=di.. Finally, we assume thafai, &,..., &} 7 Aq, {b1, by,...,
be} L/ Asy a denotes a value of attribudg byj denotes a value of attribubg for any
I, ] and that

r=[lapy Japy L. Japyl Dby Dbpay O..... Obgy] - di
is a classification rule extracted frofsupporting somel;-objects inS. By sup(r) and
conf(r), we mean the support and the confidencer,ofespectively. Classl; is a
preferable class and our goal is to reclassifgbjects intad; class, where, V.

By an action rulery, . 417 associated withr and the reclassification tagk & — ch)
we mean the following expression (Ras & Dardzinska, 2006):
a2 - dy = [[apy Japy L... Dap 1] LJ
[(by, — buy) (b, - bpy) L..... (bg, - bgy)] =(d, & - di)].

In a similar way, by an action rul - di] associated withr and the reclassification
task (d, — di) we mean the following expression:
M=oy =[apy Hapy U... Dapy] [
[(b1, — by (e, — b)) ... 0(bg, - bg1)] = (d, - di)].

The term [ap1,y Japy ... Dap] built from values of stable attributes, is called the
header of the action rulgq> - 417 and its values can not be changed.

The support set of the action ruf@z _ 41 is defined as:
Sup(faz - a1y) = {x JU: (a(X)=apy Lae(X)=apy ... Jap(X)=ap,y ) L(d(X)=d) }.

In the following paragraph we show how to calculatecthafidence of action rules. Let
d2 - d1}, @2 - d3] are two action rules extracted fr@nWe say that these rules ape
equivalent(=), if the condition given below holds for everybAg [As:

if r/b;, r'/b; are both defined, then'b; =r'/b.

Now, let us takal-objectx 27 Sup(fa2 - ¢17). We say thatx positively supportSia. . 1

if there is no classification rule' extracted fromS and describingds /7 Vg4, ds Zd,
which is p-equivalent tor, such that x/7 Sup(ria2 _a43j). The corresponding subset of
Sup(ka2 _ ¢17) is denoted bBup (rg2 - q17)- Otherwise, we say thatnegatively supports
ld2 - d13.- The corresponding subset®dp(fi2 - 41;) IS denoted bySup(ra2 - d1p)-



By the confidence ofy> . 413 i Swe mean:
Conf(iaz - a17) = [card[Sup’ (rfaz - a)l/card[Sup(faz —a1)]] LEonf(r).

4. Cost and Feasbility of Action Rules
Depending on the cost of actions associated with theifetasen part of action rules,
business user may be unable or unwilling to proceed with.them

Assume thatS = (X, A, V)is an information system. Let[¥X, b /7A is a flexible
attribute inSandb;,, b, /7, are its two values. By/s (b1, by) we mean a number from
(0, +o9] which describes the average cost of changing thewtnialueb; to b, for any

of the qualifying objects ir¥. These numbers are provided by experts. ObjeiGt %
qualifies for the change frotm to by, if b(x) = by. If the above change is not feasible,
then we write//s (b, Ip) = +oo . Also, if /s (b, bp) < [Js(bs, by), then we say that the
change of values froilm, to b, is more feasible than the change friogo b,.

Let us assume that

r=[byv-ow)" (e >w) ... (B o> W) = (d, k — k)
is an action rule.

By thecostof r in Sdenoted bygost(r) we mean the valug{//s (&, W) : 1 < k< p}.
We say that is feasibleif cost(r)< /s (ki , k).

Now, let us assume th&s [(d, ks — k)] denotes the set of action rulesSmaving the
term(d, k — ko) on their decision side. Sometimes, for simplicitgs@n, attributel will
be omitted. An action rule iRs [(d, ki — k2)] which has the lowest cost value may still
be too expensive to be of any help. Let us notice thatotbteo€ an action rule

r=[(br, vi— W)~ (o o> W)™ . A (B o > wp)] = (d, ki — ko)
might be high because of the high cost value of onésdub-terms in the conditional
part of the rule. Let us assume t(igt v — w) is that term. In such a case, we may look
for an action rule ifks [(bj, v — w;)], which has the smallest cost value. Assume that

re=[(bjg, ia — W) ~ (B2, V2 — W) * ... N (R Mg — W)l = (1, v — W)
is such a rule which is also feasibleSin

Now, we can compogsewith ry getting a new feasible action rule which is given below
[(b1, vi > wa) A [ Vo — W) » (B2, Ve > W) N P
(d? Vig = Wig)] .. (B, o> W)l = (d, k— ko)

Clearly, the cost of this new rule is lower than tlost ofr. However, if its support i®
gets too low, then such a rule has no value to the Qgberwise, we may recursively
follow this strategy trying to lower the cost of rassifying objects from the group
into the grougk,. Each successful step will produce a new action rulelwtost is lower
than the cost of the current rule. Obviously, this hearstategy always ends.



5. Reclassification Graph and A’-type Algorithm for Action Rules Construction.

Let us assume that we wish to reclassify as many @bgcpossible in an information
systemS from the class described by vallégof the attributed to the clas..

The termk; — ko jointly with its cost//s (ki, ko) is stored in the initial nodey of the
search graph G built from nodes generated recursivelfeésible action rules taken
initially from Rs[(d, ki — k)] .

For instance, the rule
r= [[(bl, V1—>\Nl)/\(b2, V2—>\N2)A A(la, Vp—>VVp)] = (d, lﬁ—>k2)]
applied to the nodew ={[ k1 — k> , [/s (ki, k)]} generates the node

M ={[vi—>w, Us(vi, W)], [V2 > W, s (v2, W], .. [Vo— W, s (Vp, Wh)]}
and fromn; we can generate the node

N ={[vi—w, Js (v, W)], [ V2 = Wo, s (V2, W)], ..., [ Via = W, s (Vir, W),

[ Vi = W2, s (Vizs W), -+ Vig = Wig s £7s (Vigs Wig)ls--+5 [ Vo = Wb, L's (Vp, )1}
assuming that the action rule

ri=[(bjs, vt — W) * (B2, Vio = W) * ... M (R, Vg — We)] = (B, v — W)
from RJ(b;, v — w)] is applied tan; .

This information can be written equivalently as:
r@ =ny, riny) =ny, [r1°r)( no) = re(r(ng) ) = na.

By Doms(r) we mean the domain of action ruléset of objects s supporting).

Search graplks is dynamically built by applying action rules to its nedis initial node

no contains information given by the user. Any other nnde G shows an alternative
way to achieve the same reclassification with a ttwtis lower than the cost assigned to
all nodes which are precedingn G. Clearly, the confidence of action rules labeling the
path from the initial node to the nodeis as much important as the information about
reclassification and its cost stored in nade

The A-type strategy for identifying a node @, built for a desired reclassification of
objects inS with a cost possibly the lowest among all the nodashable from the node

n, was given in (Tzacheva and Ras, 2005). This strategy ceasolled by three
threshold valuesi; - for minimum confidence of action ruleg; - for maximum cost of
action rules, ands - for feasibility of action rules. The last thresth was introduced to
control the minimal acceptable decrease in the cost atton rule to be constructed. If
the search is stopped by the threshald then we do not continue the search along that
path. If the search is stopped by the threshgldhen we can either stop or continue the
search till it is stopped by threshoM.



Assume thatN is the set of nodes in graph for S and np is its initial node.

For any noden O N, by F(n) = (Ya, {[ Vnj— Whj, Zs(Vnj, Whj, Yo)]} j 7in) we mean its
domain (set of objects I8 supportingr), the reclassification steps for objectsyin and
their cost, all assigned by reclassification functiérto the node, whereY, 0 X.

The cost of the node n, denoteddmgt(n),is equal to 3{ L/ s(Vaj, Whj, Yn): ] L/ In}.

We say that action ruleis applicable to the nodeif:
Y, n Domyr) # @
([V( Uln)[r UF% [ Vnkj— V\h,k]]

If node nl is a successor of the node n in G obtainegblyiag the action rule r to n,
thenYn1 =Y, n Domy(r).

We assume here that the function cogh) = /[cost(n,Y) - A2)/As/ is associated with
any node nin G. It shows the maximal number of steps that mighheeded to reach
the goal from the node.n

By conf(n) we mean the confidence of action rule associatddtivt node n.

A search node in a graph G associated with node m i a pa
p(m) = ([conf(m),f(m)],[m,n1,n24}),

where f(m) = g(m)+h(m) and g(m) is the function cost defined as tleagth of the path
[m,n1,n2,g] in G (without loops) from the initial stat® to the staten.

The search node associated with the initial npdef G is equal tq[conf(n),f(no)],[No]) -
It is easy to show thd{m) is admissible and never overestimates the costsofidion
through the node m.

6. Action Rules Discovery based on Single Classification Rules

In this section we propose a modified version of Apeyheuristic strategy discussed in
Section 5 which is based on the new method of construofi action rules directly from
single classification rules instead of their pairpr#sents a gain on the simplicity of the
method of action rules construction, as well as otinie complexity.

First, we introduce the notion of a cost linked while wattribute value itself a§’s (by),
where b;/M,, which again is a number frof®, +o] describing the average cost
associated with changing any value of attridute valueb;.

Next, assume thd& is a classification rule extracted frdn

a b C e m k n r d
R= ai by G € my ky Ny r - dy




We denote the stable attributeRiby St(R) and the flexible byI(R). AssumeSt(R) =
{a, b, ¢, e}andFI(R) = {m, k, n, r} Also, assume that the clagdsis the most interesting
class of the decision attribute d, or it has the highesference. The rulR defines the
conceptd;. Assume thaVy = {di, dp, ds, ds }.

Clearly, there may be other classification rules thefine conceptl;. We pick the rule,
which has the lowest total cost on the flexible pegt, the sum of cost of all flexible
attributes)>{7s FI(R), : i=m, k, ..., r }is the minimum.

Next, following the method for action rule discovegsbd on a single classification rule
described in Section 3, we are picking objects from X whaketproperty, let’'s sayl,
I.e. objects of class,, which satisfy the header of stable attribute valués in

Y = {x: a(X)=a, b(X)= by, c(X)= ¢, e(x)=a, d(X)= d}

In order to ‘grab’ these objects into the clagsve may construct the following action
rule:

(@ g™ e) M [(m, - m) "~ (K - k)~ (r, r-r1)] = (d, & ~dy)

In other words, if we make the specified changes to thébwats in FI(R), the
expectation is that the objects Yhwill move to the desired clas$. Looking at the
changes needed, the user may notice that the cliikngek;) is the worst, i.e. it has the
highest cost, and it contributes most to the coshefsdum (total cost) of all changes.
Therefore, we may search for new classifications;uehich define the concekt , and
compose the feasible action rie which suggests the reclassificatiorki@t the lowest
cost,

Ri = [St(Ry)] ™ [FI(R)]
whereSt(R) /7 St(R). As defined earlier, such action rule will be feasibtbe sum (total
cost) of all changes on the left hand side of the rsildower, than the right side.
Therefore, the action ruke; will specify an alternative way to achieve the resifsation
to k; at a cost lower than the currently known cost touider,

Next, we will concatenate the two action rufeandR; by replacingk, — ki) in R, with
[FI(R1)], and modifying the header to incluB§R)/7 St(R).
[(@1* b "™ e)”SUR) N (M, - my) M FI(R) A (r, r-r1)] = (D, &b —~dh)

Clearly, there may be many classification rules tvat can choose from. We only
consider the ones, which stable part does not contradittSt(R) We propose having
only classification rules with minimal number of netaltde attributes to be concatenated,
as each time we add a new stable attribute that wouléakecthe total number of objects
in Y which can be moved to the desired cldss

In relation to the flexible attributes, they have tale same on the overlapping part of a
new classification rule and the ruRe This may further decrease the number of potential
objectsin Y which can be moved to the desired clhss



Therefore, we need a heuristic strategy, similar ® dhe presented in the previous
section for classical action rules, to look for sléisation rules to be concatenated wWRh
and which have the minimal number of new stable attribinteelation taR and minimal
number of new flexible attributes jointly with flexiblét@butes related to the overlapping
part withR.

We propose a modified version of the A*-algorithm we sawthie previous section.
Again we assume that the user will specify the followeogstraints:A; - threshold for
minimum confidence of action rule; - threshold for maximum cost of action rules, and
As - threshold for feasibility of action rules.

Clearly, it is expensive to build the complete gr&plnd next search for a node of the
lowest cost satisfying both thresholds A.. The heuristic value associated with a nade
in G is defined a®i(n) = /[cost(n) -A;)/ A3 /. It shows the maximal number of steps that
might be needed to reach the goal. The cost fungiion is defined as the length of the
path inG (without loops) from the initial state, to the staten. It is easy to show that
f(m) = g(m)+h(m)is admissible and never overestimates the costsofidgion through
the node m

Conclusion

The new algorithm for constructing action rules of tbevdst cost is a significant
improvement of the algorithm presented in (Tzacheva &, R&5) because of its
simplicity in constructing headers of action rules aedalise the concatenation of action
rules is replaced by concatenation of classificatides:
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