Preparing for Mid Term Exam
We will have 5 problems to solve on the exam. They will be the same as the ones below, except with different numbers / transactions. Partial credit will be given if only part of the solution is correct. For example, if you solved half of the problem you will get half of the points.
1. Given the following:


Ω = {1, 2, 3, 4, 5, 6}


A = {1, 2, 3}

B = {3, 4, 5, 6}

    Find:

a. A ( B

b. A ( B
c. A – B 

d. Ā

Solution:

a. A ( B  is  the intersection of A and B. It means the items that are both in A and in B. These items are  {3}. Therefore,

A ( B  = {3}

b. A ( B is the union of A and B. It means the items that are either in A or in B.  These items are  {1, 2, 3, 4, 5, 6}.   An item may not be repeated, so {3}  is only listed once. Therefore,   

A ( B =  {1, 2, 3, 4, 5, 6}

c. A – B  is the difference between A and B. It means the items which are in A, with the items which are in B subtracted out. (clearly, these items need to be present both in A and in B, so that we can subtract them from A). In other words,   A – B =  A – (A ( B)  .
Therefore,


A – B = {1, 2}

d. Ā  are all items, which are not in A.  All items, which we are considering in this problem, are listed in the universal set Ω = {1, 2, 3, 4, 5, 6}.  The items in A are  {1, 2, 3}. Therefore, the items which are not in A are  {4, 5, 6}.

Ā = {4, 5, 6}
2. Given the set of transactions:

(a1, a2, a4, a5)

(a1, a2, a3, a5)

(a1, a2, a3, a4, a5)

(a1, a3, a4, a6, a7)

(a2, a3, a4, a6, a7)

find association rules AR(3, 75%)

Solution:

(a1, a2, a4, a5)

(a1, a2, a3, a5)

(a1, a2, a3, a4, a5)

(a1, a3, a4, a6, a7)

(a2, a3, a4, a6, a7)
Frequent item sets:

	Item set
	Support
	Not good

	{a1}
	4
	

	{a2}
	4
	

	{a3}
	4
	

	{a4}
	4
	

	{a5}
	3
	

	{a6}
	2
	X

	{a7}
	2
	X

	{a1, a2}
	3
	

	{a1, a3}
	3
	

	{a1, a4}
	3
	

	{a1, a5}
	3
	

	{a2, a3}
	3
	

	{a2, a4}
	3
	

	{a2, a5}
	3
	

	{a3, a4}
	3
	

	{a3, a5}
	2
	X

	{a4, a5}
	2
	X

	{a1, a2, a3}
	2
	X

	{a1, a2, a4}
	2
	X

	{a1, a2, a5}
	3
	

	{a1, a3, a4}
	2
	X

	{a1, a3, a5}
	2
	X

	{a1, a4, a5}
	2
	X

	{a2, a3, a4}
	2
	X

	{a2, a3, a5}
	2
	X

	{a2, a4, a5}
	2
	X


Elements of AR(3, 75%)

a1 ( a2  (3, 3/4=75%)
a2 ( a1  (3, 3/4=75%)

a1 ( a3  (3, 3/4=75%)

a3 ( a1  (3, 3/4=75%)

a1 ( a4  (3, 3/4=75%)

a4 ( a1  (3, 3/4=75%)

a1 ( a5  (3, 3/4=75%)

a5 ( a1  (3, 3/3=100%)

a2 ( a3  (3, 3/4=75%)

a3 ( a2  (3, 3/4=75%)

a2 ( a4  (3, 3/4=75%)

a4 ( a2  (3, 3/4=75%)

a2 ( a5  (3, 3/4=75%)

a5 ( a2  (3, 3/3=100%)

a3 ( a4  (3, 3/4=75%)

a4 ( a3  (3, 3/4=75%)

From {a1, a2, a5}

a1 ^ a2 ( a5  (3, 3/3=100%)

a1 ^ a5 ( a2  (3, 3/3=100%)

a2 ^ a5 ( a1  (3, 3/3=100%)

· Note:  ^ means AND. For example,  a1 ^ a2  means  a1 AND a2 (together), or INTERSECTION of a1 and a2 (denoted with  a1 ( a2 ).  It is equivalent to multiplication * . In other words ^ and * and ( are the same thing.

· Note: item sets or rules that are marked with X are not good, because they do not meet the thresholds the user specified – in this case: AR(3, 75%) i.e. minimum support  = 3, and minimum confidence = 75%. You do not need to write these item sets / rules on the exam (we only have them for clarity purpose here).

3. Given the following transaction database D, build the FP-Tree (frequent pattern tree) and mine the tree with minimum support = 3.
D

	Transactions


d b e a
d b c

d b e a

d e a c

d b e c

d b e

d c

b a c

d e a

d b

Solution:
Order
a – 5
d – 9

b – 7

          b – 7 

c – 5 

          e – 6

d – 9

          a – 5
9
e – 6

          c – 5
8
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Mining the FP-tree for frequent item-sets: 


4
a-5 (Suffix Pattern)





           2

    1
prefix paths
     





  4
(d e b a, 2)

d-4 (2+2)

(d e b, 2)
    2
    
(d e a, 2)

e-4 (2+2)

(d e, 2)
(b a, 1)


b-3 (2+1)

(b, 1)

        








2

Frequent item-sets:

(d, a, 4)

(d, e, a, 4)

(b, a, 3) 

b-7(Suffix Pattern) 
prefix paths
    correct order


(d b, 6)


d-6

(b,1) 







6
Frequent item-sets:

(d, b, 6)

                                                                                                  4
                                                                                                 3
c- 5(Suffix Pattern)                                                                2
prefix paths
    correct order


         1

             
1
(d b c, 1)

d-4                                            2
(d b e c,1)

b-3



   1      

1            
      1
(d e a c,1)

e-2

(b a c,1)

a-2

          

            


(d c,1)


                                         1                                  1
Frequent item-sets:

(d, c,4)

(b, c,3)

d-9(Suffix Pattern)

No paths to d
Frequent item-sets: None

e-6(Suffix Pattern) 





      

Prefix paths
    correct order

(d b e, 4)

d-6




          
6
(d e,2)


b-4                                                                     4
Frequent item-sets:





          

(d,e,6)                                                                                             

(d b,e,4)

                                                                              4
4. Use LERS strategy to find all certain and possible rules describing  D  in terms of A, B, C from the table below:

	
	A
	B
	C
	D

	x1
	1
	0
	2
	1

	x2
	0
	0
	1
	2

	x3
	2
	0
	2
	1

	x4
	0
	0
	2
	2

	x5
	1
	2
	2
	1


Solution:

Decision attribute: D

(d1)* = {x1, x3, x5}

(d2)* = {x2, x4}

First Loop

(a0)* = {x2, x4}marked
 
(a1)* = {x1, x5}marked

(a2)* = {x3} marked
(b0)* = {x1, x2, x3, x4}
(b2)* = {x5} marked
(c1)* = {x2} marked

(c2) = {x1, x3, x4, x5}

	Certain Rules:  (from marked)

a0 → d2
a1 → d1

a2 → d1

b2 → d1

c1 → d2
	Possible Rules:  (from unmarked)

b0 → d1 (2/4)
b0 → d2 (2/4)
c2 → d1 (3/4)
c2 → d2 (1/4)


Second Loop

(b0, c2)* = {x1, x3, x4}

Possible Rules: (from unmarked in second loop)
b0 ^ c2 → d1 (2/3)
b0 ^ c2 → d2 (1/3)
5. Assume D is a decision attribute in the Table from the previous problem. Also, assume that B is a stable attribute, and {A, C} are flexible. Find all action rules re-classifying objects in the Table from the class  d1  to  d2.

Solution:

To compose the action rules, we will use the rules discovered in the previous problem. We will only use the certain rules. They were:

Certain Rules:

a0 → d2
a1 → d1
a2 → d1
b2 → d1

c1 → d2

Since we want to reclassify objects from the class  d1  to  d2, then we look for rules, 

which have d1 on the right hand side and compare them to rules, which have d2 on the right hand side. Next, we look on the left hand side, and see if the two rules have a common attribute, for example a.  
From:

a0 → d2
a1 → d1
we compose the following action rule:

(a, 1(0) ( (d, 1(2)

From:

a0 → d2
a2 → d1
we compose the following action rule:

(a, 2(0) ( (d, 1(2)
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