LERS

The learning system LERS (Learning from Examples based on Rough Sets) allows us to generate rules, which have a specific attribute on the right hand side of the rule, that is an attribute which we are interested in (interested in learning its definitions in terms of the other attributes). So, we will call that attribute our decision attribute. It can be used for making business decisions or decisions in medical domain. For example, if our decision attribute is class of lesion (tumor) – it could be either benign or malignant, then we want to learn what defines benign or malignant by using the other attributes; and, next make a decision about what to do with the tumor (how to treat it, for instance).

Until now, we could get any attribute on the right hand side of the rule. By using  LERS we only get definitions of the attribute we are interested in.
Covering – P is a covering of R in S if  P* ≤ R* ⌐ (
In other words, P is a covering of R  if   P is a subset of R , and we do not have a smaller set, which is a subset of R.  (P is the smallest)  Small here is defined in terms of the number of elements in the set. For example, {a} is bigger than {a, b}   (and {a, b} is smaller than {a})  because   {a}  is more general than  {a, b}, in other words,   {a}  includes  {a, b} – see diagram below:



Reference:  meaning of Mathematical Symbols can be found here
Example:  Use LERS strategy to find all certain and possible rules describing C in terms of A, F, G from the table below:
System S:

	X
	A
	F
	G
	C

	x1
	a2
	f1
	g3
	c2

	x2
	a1
	f2
	g1
	c1

	x3
	a1
	f2
	g2
	c1

	x4
	a1
	f1
	g1
	c2

	x5
	a2
	f2
	g2
	c2

	x6
	a1
	f2
	g3
	c2


Decision attribute: C
(c1)* = {x2, x3}

(c2)* = {x1, x4, x5, x6}


Step 1. First, we look for each set, which is a subset of C (either c1  or  c2). So, we write down each of the remaining sets, by looking at the table -  for A = a1 and a2, for F  f1 and f2, and so on. Then we start checking if any of them are a subset of C, and if so, we mark them.  
· We recall that set  A is a subset ( of set B  (A ( B)  if A is either equal to B  (has the same elements)  or it is included in B (all of the elements in A  are present in B as well, but B may have additional elements too). For example,  A = {1, 2} is a subset  ( of  B = {1, 2, 3}.
First Loop

(a1)* = {x2, x3, x4, x6}

(a2)* = {x1, x5}marked (subset of  (c2)*)
(f1)* = {x1, x4} marked (subset of  (c2)*)
(f2)* = {x2, x3, x5, x6}

(g1)* = {x2, x4}


(g2)* = {x3, x5}

(g3)* = {x1, x6} marked (subset of  (c2)*)
Step 2. Next, we generate rules, from the sets in the First Loop , which have decision attribute C (either c1  or  c2) on the right hand side. We create certain rules from the marked sets above, and possible rules from the unmarked sets.  
· The rules, which are certain, have a confidence of 100% , i.e. that means that we are sure they always happen. So, if a set is marked , for instance (a2)*  (because a2 is a subset of c2)  then we create a certain rule a2 -> c2 .
· For the possible rules, we need to calculate the confidence (in the same way we did before with Argawal method). If a set is not marked, for instance (a1)*  then it means  a1  can possibly imply any of the values of the decision attribute  -  c1  or  c2.  So, we create rule  a1 -> c1  and   a1 -> c2  and next calculate the confidence for each.

	Certain Rules:  (from marked above)

a2 ( c2

f1 ( c2

g3 ( c2
	Possible Rules: (from unmarked above)

a1 ( c1      2/4=50%

a1 ( c2      2/4=50%

f2 ( c1       2/4=50%

f2 ( c2       2/4=50%

g1 ( c1      1/2=50%

g1 ( c2      1/2=50%

g2 ( c1      1/2=50%

g2 ( c2      1/2=50%


Step 3.  Next, if there are unmarked sets in the First Loop, then we go to a Second Loop, by combining the unmarked sets together – i.e. we go to 2-element sets (just like we did with Argawal method). For example, since   (a1)* = {x2, x3, x4, x6}   and   (g1)* = {x2, x4}   are not marked, we combine them together by taking   (a1)* ∩ (g1)*   which is the same as   (a1)* ^ (g1)*  . So, we write:  

(a1, g1)* = {x2, x4}.
3.1. After we generate the 2-element sets, by combining the unmarked 1-element sets from the First Loop, we check if any of the 2-element sets we generated are marked . (by checking if they are subset of the decision attribute C (either c1  or  c2) ).

3.2. If there are no unmarked sets in the First Loop, then we stop here.

Second Loop  (combining unmarked in First Loop)

(a1, f2)* = {x2, x3, x6}

(a1, g1)* = {x2, x4}

(a1, g2)* = {x3} marked (subset of  (c1)*)
(f2, g1)* = {x2} marked (subset of  (c1)*)
(f2, g2)* = {x3, x5}

	Certain Rules:  (from marked in Second Loop above)

a1 ^ g2 ( c1

f2 ^ g1 ( c1
	Possible Rules: (from unmarked in Second Loop above)

a1 ^ f2 ( c1       2/3=66%

a1 ^ f2 ( c2       1/3=33%

a1 ^ g1 ( c1      1/2=50%

a1 ^ g1 ( c2      1/2=50%

f2 ^ g2 ( c1       1/2=50%

f2 ^ g2 ( c2       1/2=50%


Step 4.  If there are unmarked sets in the Second Loop, we repeat Step 3, this time combining the unmarked 2-element sets from the Second Loop.  If there are no unmarked sets in the Second Loop, then we stop here.
Third Loop  (combining unmarked in Second Loop)

(a1, f2, g1)* = {x2}
X
(not good because (f2, g1)* has already been marked)

(a1, f2, g2)* = {x3}
X
(not good because (a1, g2)* has already been marked)

· Note: We cannot use (a1, f2, g1)*  as an unmarked set, if a subset of it has already been marked, for example (f2, g1)* has already been marked. This is because f2 ^ g1  is more general than  a1 ^ f2 ^ g1 . In other words,  f2 ^ g1  (two items, or intersection of two sets) is bigger than  a1 ^ f2 ^ g1  (three items, or intersection of three sets). See illustration below:



Step 5., 6., 7, …,  If there are unmarked sets in the Third Loop, we repeat Step 3, this time combining the unmarked 3-element sets from the Third Loop.  If there are no unmarked sets in the Third Loop, then we stop here. We keep going to Fourth Loop, Fifth Loop, and so on, as long as there are good unmarked sets left, which we can combine.
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