Finding Rules using ID3
	
	a
	b
	c
	d

	x1
	1
	1
	1
	+

	x2
	2
	2
	1
	+

	x3
	1
	2
	2
	+

	x4
	2
	3
	2
	–

	x5
	1
	2
	2
	–

	x6
	1
	1
	1
	+

	x7
	2
	3
	1
	+


decision attribute: d

Step 1.  Find entropy for each attribute.
For attribute a, we get:
E(a) = 4/7(-3/4log23/4 – 1/4log21/4) + 3/7(–2/3log22/3 – 1/3log21/3)
1.1. 4/7 because  out of 7 objects (x1, x2, ..., x7) we have in the table, 4 have value = 1 for the attribute a. 
1.2. now, out of these 4 , 3 have the decision attribute d = +  (so we write -3/4log3/4 ), and 1 has the decision attribute =  –  (so we write – 1/4log1/4).  (we use a – in the formula every time we check the decision attribute)
1.3. We do the same (repeat 1.1. and 1.2.)  for the objects, which have value = 2, in the attribute a. So, out of 7 objects (x1, x2, ..., x7) we have in the table, 3 have value = 2. So, we write  +3/7 . (We use a + in the formula every time we start with a new value).
Now, out of these 3,  2 have the decision attribute d = +  (so, we write -2/3log2/3)  and 1 has the decision attribute = –   (so, we write  – 1/3log1/3).
E(a) = 4/7(-3/4log23/4 – 1/4log21/4) + 3/7(–2/3log22/3 – 1/3log21/3)
= 0.57(0.311 + 0.5) + 0.42(0.386+0.528)

= 0.57(0.811) + 0.42(0.914)

= 0.46 + 0.383

= 0.843

For attribute b, we get:
E(b) = 2/7(0) + 3/7(–2/3log22/3 –1/3log21/3) + 2/7 (1)
From 1.1.   2/7 because out of 7 objects (x1, x2, ..., x7) we have in the table, 2 have value = 1 for the attribute b. 

From 1.2.   now, out of these 2,  2 have the decision attribute d = + . In that case, the entropy is 0 .  So, we write 2/7(0) .
*Note:  Entropy is 0 when all the objects we are considering have the same value for the decision attribute. Or, if there is only 1 object that we are considering, the entropy is 0 as well. 

From 1.3. 
Wе do the same  (repeat 1.1. and 1.2.) for the objects, which have value = 2, in the attribute b.  So, out of 7 objects (x1, x2, ..., x7) we have in the table, 3 have value = 2. So, we write  +3/7 . Now, out of these 3,  2 have the decision attribute d = +  (so, we write –2/3log2/3)  and 1 has the decision attribute = –   (so, we write  – 1/3log1/3).
Wе do the same  (repeat 1.1. and 1.2.) for the objects, which have value = 3, in the attribute b.  So, out of 7 objects (x1, x2, ..., x7) we have in the table, 2 have value = 3. So, we write  2/7 . Now, out of these 2,  1 has the decision attribute d = +  , and 1 has the decision attribute = –   (so, we write   2/7 (1) ).
*Note: Entropy is 1 when there is an even distribution of decision attribute among the objects we are considering. For example, if out of 2 objects one has decision attribute = + and one has decision attribute = – , then the entropy is 1. Or, if out of 10 objects 5 have the decision attribute = + and 5 have the decision attribute = – , then the entropy is 1.
E(b) = 2/7(0) + 3/7(–2/3log22/3 –1/3log21/3) + 2/7 (1)
= 0 + 0.42(0.389 + 0.528) + 0.285

= 0.385 + 0.285

= 0.670
For attribute c, we get:
E(c) = 4/7(0) + 3/7(–1/3log21/3 – 2/3log22/3) 

From 1.1.   4/7 because out of 7 objects (x1, x2, ..., x7) we have in the table, 4 have value = 1 for the attribute c. 

From 1.2.   now, out of these 4,  4 have the decision attribute d = + . In that case, the entropy is 0 .  So, we write 4/7(0) .
From 1.3. 
Wе do the same  (repeat 1.1. and 1.2.) for the objects, which have value = 2, in the attribute c.  So, out of 7 objects (x1, x2, ..., x7) we have in the table, 3 have value = 2. So, we write  +3/7 . Now, out of these 3,  1 has the decision attribute d = +  (so, we write –1/3log1/3)  and 2 have the decision attribute = +   (so, we write  
– 2/3log2/3).
E(c) = 4/7(0) + 3/7(–1/3log21/3 – 2/3log22/3)
= 0 + 0.42(0.528 + 0.389)
= 0.383
Step 2. We need to decide which attribute to use, in order to split the table.  We choose the attribute with the smallest entropy.
E(a) = 0.843

E(b) = 0.670

E(c) = 0.383
E(c) is the smallest. So we divide the table into two parts, one with objects (rows) containing c=1 and one with objects (rows) containing c=2.
All the objects which have a value of c=1 have the decision attribute d = +. Therefore, we create a leaf for  d = + .
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Step 3. Now, find entropy for the new table:

E(a) = 1/3(0) + 2/3(1) = 0.667
E(b) = 2/3(1) + 1/3(0) = 0.667
Since they are equal, here, we can choose either a or b. We choose a. just by alphabetical order. (otherwise, we will choose the one with the smaller value)
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All the objects which have a value of a=1 have the decision attribute d = -. Therefore, we create a leaf for  d = - . The new table contains only two objects (in that case, there is no need to split further).
Step 4. However, if we had more than 2 objects, we would repeat Step 3. until we get to all leaves, or tables of 2 objects.
Step 5.  Now, we can write down the rules we found from the tree. (By starting from the top of the tree, we follow all paths.)
We see:

Certain rules:

(c = 1) -> (d = +) 

(c = 2) ^ (a=1) -> (d = -)

* Note: the rules are certain, when the path we are following in the tree end with a leaf.

Possible rules:

(c = 2) ^ (a = 2) -> (d = +) 1/2=50%
(c = 2) ^ (a = 2) -> (d = -) 1/2=50%
* Note: the rules are possible when the path we are following in the tree end with a table of 2 objects. In that case the confidence for the rule is 1/2 (50%).
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