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Abstract
Implicit feedback based recommendation has recently been an important task with the accumulated user-item interaction data. However, it is very challenging to produce recommendations from implicit feedback due to the sparseness of data and the lack of negative feedback/rating. Although various factor models have been proposed to tackle this problem, they either focus on rating prediction that may lead to inaccurate top-k recommendations or are dependent on the sampling of negative feedback that often results in bias. To this end, we propose a Relaxed Ranking-based Factor Model, RRFM, to relax pairwise ranking into a SVM-like task, where positive and negative feedbacks are separated by the soft boundaries, and their non-separate property is employed to capture the characteristic of unobserved data. A smooth and scalable algorithm is developed to solve group- and instance-level’s optimization and parameter estimation. Extensive experiments based on real-world datasets demonstrate the effectiveness and advantage of our approach.

1 Introduction
Recommender systems have been an important feature to recommend relevant items to relevant users in many online communities, e.g. Amazon, Netflix, and Foursquare. Some online systems allow users to provide an explicit rating for an item to express how much they like it. A higher (or lower) rating indicates that the user likes (or dislikes) the item more. Nevertheless, many recommender systems only have user’s implicit feedback, such as browsing activity, purchasing history, watching history, click behavior and check-in information. As implicit feedback becomes more and more prevalent, this type of recommender system has attracted many researchers’ attention [Joachims et al., 2005; Lim et al., 2015]. However, implicit feedback based recommender systems suffer from many challenges. For example, the sparseness of observed data (i.e., only a small percentage of user-item pairs have implicit feedback) increases the difficulty to learn user’s exact taste on items. Also, different from explicit feedback, only positive preference is observed in implicit feedback. In other words, we have no prior knowledge about which items users dislike. This has been a thorny issue for learning task.

In the literature, some related work has been proposed to take advantage of implicit feedback for item recommendations. For example, [Hu et al., 2008] regards user’s preference for an item as a binary value, where a user’s preference for observed item and unobserved one are viewed as one and zero, respectively. Then it fits these predefined ratings with vastly varying confidential levels based on matrix factorization framework. Although it assumes that a user prefers the observed items to unobserved ones, the quadratic in the formulation weakens their instinct ranking order. There is no guarantee that the higher accuracy in rating prediction will result in the better ranking effectiveness [N. and Qiang, 2008]. For instance, the true ratings for two items are {1, 0.5}. The predicted ratings {0.4, 0.6} and {1.6, 0.6} have the same prediction accuracy. But in fact, they lead to totally different ranking orders of items. To this end, Rendle formulates user’s consuming behavior into the pairwise ranking problem, i.e., users are much more interested in their consumed items than unobserved ones [Rendle et al., 2009]. Due to a large number of such pairs, it only samples some negative items for the learning procedure. However, there are two limitations. First, the pairwise ranking increases the number of comparisons. Second, although Rendle [Rendle and Freudenthaler, 2014] improves the sampling skill by oversampling the top ranked items, sampling technique itself easily leads to bias. It is likely that the sampled negative item is already ranked below the positive one, which as a result has no contribution to the optimization.

To address these issues, we propose to relax the ranking model in [Rendle et al., 2009] to eliminate the pairwise ranking. Specifically, the positive and negative feedbacks are separated by the positive and negative boundaries. In fact, the unobserved implicit feedback is often a mixture of negative and missed positive data, so a slack variable is introduced to capture such characteristic, which allows some negative feedbacks and positive feedbacks to be non-separate. Furthermore, instead of sampling, a smooth and scalable algorithm is designed to learn model’s parameters based on group and instance level’s optimization. The proposed algorithm allows to take all the unobserved items into account for optimization, and as a result addresses the bias caused by the sampling technique in [Rendle et al., 2009];
Rendle and Freudenthaler, 2014]. Finally, the proposed model is evaluated with many state-of-the-art baseline models and different validation metrics on three real-world data sets. The experimental results demonstrate the superiority of our model for tackling implicit feedback based recommendations.

2 Preliminaries

The recommendation task addressed in this paper is defined as: given the consumption behaviors of $N$ users over $M$ items, we aim at recommending each user with top-$K$ new items that he might be interested in but has never consumed before. Matrix factorization based models assume that $U \in \mathbb{R}^{K \times N}$ and $V \in \mathbb{R}^{K \times M}$ are the user and item latent feature matrices, with column vectors $U_i$ and $V_j$ representing the $K$-dimension user-specific and item-specific feature vectors of user $i$ and item $j$, respectively. The predicted rating (rating) of user $i$ for item $j$, denoted as $\hat{R}_{ij}$, is approximated by:

$$\hat{R}_{ij} = U_i^T V_j,$$  

(1)

In implicit feedback datasets, only positive feedback is observed. As we lack substantial evidence on which items users dislike, their preference for an unobserved item is regarded as a mixture of negative and missing values. Along this line, [Rendle et al., 2009] assumes that each user prefers the observed items over unobserved ones. Let us denote $\mathcal{M}_u^o$ as a set of items that user $i$ has consumed and $\mathcal{M}_u^u$ as the remaining items that he never consumed. Then for user $i$, the ranking based on user’s preference for an observed item $j$ over an unobserved item $k$ is given by:

$$U_i^T V_j > U_i^T V_k, \quad \forall j \in \mathcal{M}_u^o \land \forall k \in \mathcal{M}_u^u$$  

(2)

For convenience we will henceforth refer to $i$ as user, $j$ as observed item, and $k$ as unobserved item unless stated otherwise. Eq.(2) models the correlation of user’s preference for each pair of observed item and unobserved one. It is actually maximizing the Area Under the ROC Curve (AUC) for matrix factorization. The optimization problem for pairwise ranking is formulated as follows:

$$\max_{U,V} \sum_{i=1}^{N} \sum_{j \in \mathcal{M}_i^o} \sum_{k \in \mathcal{M}_i^u} \log \sigma(U_i^T V_j - U_i^T V_k) - \frac{\lambda_U}{2} ||U||_F^2 - \frac{\lambda_V}{2} ||V||_F^2$$

$$\quad - \sum_{i=1}^{N} \left( \frac{\lambda_{V_1}}{2} \sum_{j \in \mathcal{M}_i^o} ||V_j||_F^2 + \frac{\lambda_{V_2}}{2} \sum_{k \in \mathcal{M}_i^u} ||V_k||_F^2 \right),$$

where $\sigma(x)$ is the sigmoid function, i.e., $\sigma(x) = 1/(1+e^{-x})$; $|| \cdot ||_F$ is the Frobenius norm; and $\lambda_U$, $\lambda_{V_1}$ and $\lambda_{V_2}$ are regularization constraints. In optimization process, sampling negative items is adopted to avoid comparing with all unobserved items for each individual user. The optimal solution, as a result, can be obtained by Stochastic Gradient Descent (SGD).

3 Methodologies

3.1 The Relaxed Model

In implicit feedback systems, user’s preference for the observed item is usually regarded as positive rating and there is no negative rating. Most research work argues that one user’s preference for the observed item is supposed to be larger than that for any unobserved one [Rendle et al., 2009; Hu et al., 2008], which indicates the presence of ranking between positive and negative ratings. However, the pairwise ranking of a user’s preference for the observed items over the unobserved ones is quite inefficient, especially when the user’s historical data increases. To address this issue, we propose to relax the pairwise ranking. We treat one user’s preference for an item as a point, where his positive (or negative) rating is viewed as the positive (or negative) point. Our goal is to make all positive points reside above all negative points. Inspired by the soft margin idea of SVM, we separate these two types of points by two different boundaries. In other words, user’s preference for the observed items and unobserved ones are separated by the boundaries. Specifically, user’s positive rating is located on or above a boundary represented as a numeric value $r_+$. On the other hand, his negative rating resides on or below another boundary. It not only improves the efficiency of comparisons, but also preserves the ranking information. Along this line, we relax Eq.(2) for $\forall j \in \mathcal{M}_i^o \land \forall k \in \mathcal{M}_i^u$ in the following:

$$\begin{cases}
U_i^T V_j \geq r_+, \\
U_i^T V_k \leq r_- + \xi_{ik},
\end{cases}$$

(3)

where $\xi_{ik}$ is the slack variable for user $i$ on the unobserved item $k$. Similar to [Hu et al., 2008], $r_+$ and $r_-$ are set as one and zero, respectively. Even though there may be many unobserved items for a user, it does not necessarily indicate that he dislikes them. Probably he may be just unaware of them. In other words, some of the unobserved items might be those users are interested in, while others are actually those they dislike. To capture this characteristic, the slack variable $\xi_{ik}$ in Eq.(3) is introduced to allow the mixture of negative feedback and positive feedback in unobserved data. Hence, we apply the following constraint for $\xi_{ik}$ as:

$$r_- + \xi_{ik} \geq r_+ \Rightarrow \xi_{ik} \geq r_+-r_-.$$  

(4)

It is worth to note that for each user $i$, pairwise ranking in Eq.(2) needs $|\mathcal{M}_i^o| \times |\mathcal{M}_i^u|$ comparisons; but our relaxed ranking in Eq.(3) only requires $M = |\mathcal{M}_i^o| + |\mathcal{M}_i^u|$ comparisons. Specifically, when $|\mathcal{M}_i^o| = M/2$, pairwise ranking needs $M^2/4$ comparisons while relaxed ranking only requires $M$ comparisons.

However, Eq.(3) is a “hard” version of optimization problem due to the strict constraints. Thus, we make the constraints “soft” by introducing a plus function to penalize the violated constraints. The optimization problem with the softened constraints is formulated as follows:

$$\min_{U,V,\xi} \sum_{i=1}^{N} \left( \sum_{j \in \mathcal{M}_i^o} (-U_i^T V_j + r_+) + \right.$$  

$$\left. \sum_{k \in \mathcal{M}_i^u} (U_i^T V_k - \xi_{ik} - r_-) \right) + ||\Theta||,$$  

(5)

where $(\cdot)_+$ is the plus function [Zhu et al., 2003], i.e., $(x)_+ = max(x, 0)$, and $||\Theta||$ is the regularization term given by:

$$||\Theta|| = \frac{\lambda_U}{2} ||U||_F^2 + \frac{\lambda_V}{2} ||V||_F^2 + \lambda_\xi \sum_{i=1}^{N} ||\xi_i||_1,$$
where $\lambda_U$, $\lambda_V$ and $\lambda_\xi$ are the regularization constants, and $||\xi_i||_1$ is $\ell_1$ norm of vector $\xi_i$. More important, one reason for imposing such a vector norm on $\xi$ is that users are usually interested in a small percentage of unobserved items among all the remaining unobserved ones. It is worth to note that the formulation in Eq.(5) is different from a pure SVM scheme: (1) We relax the pairwise ranking problem which is adaptable for any pairwise ranking based application; (2) A novel and scalable optimization is designed for the objective function (in the next section). (3) The slack variable with $\ell_1$ norm is introduced to capture the characteristics of unobserved data (i.e., the mixture of positive and negative data).

3.2 Optimization

The bottleneck for the optimization problem shown in Eq.(5) is the calculation of each user’s ratings on all the unobserved items, which results in at least $O(MNK)$ time complexity. Particularly, with the increase of the item number, it becomes more and more inefficient. As sampling negative items possibly leads to bias, in this paper we propose a smooth and scalable optimization algorithm to take all the unobserved items into consideration.

First, we solve the problem in a group-based optimization. The entire item set is randomly divided into $G$ groups. It is worth to note that we adopt the random group technique in the experiments for the sake of efficient computation. Instead of requiring the rating on each unobserved item to reside on or below the negative bound, we softly make the average rating of the unobserved items in each group locate on or below this bound. Suppose $G_h$ is the set of all items which belong to group $h$, and $G_h^i$ is the set of unobserved items for user $i$ with group $h$, then we have the following inequality:

$$\frac{1}{|G_h|} \sum_{k \in G_h^i} U_i^T V_k \leq r_+ - \xi_{ih},$$

where $\xi_{ih}$ is the slack variable for user $i$ on group $h$. Let us define the following variables:

$$v_h = \sum_{p \in G_h} v_p, \quad \tilde{v}_h = \sum_{j \in M \cap \{h \} \cap \{h \} = h} v_j, \quad \bar{v}_h = \frac{1}{|G_h|} (v_h - \tilde{v}_h),$$

where $h(j)$ is the group index of item $j$. In addition, the plus function is not twice differentiable and can be smoothly approximated by the integral to a smooth approximation of the sigmoid function [Lee and Mangasarian, 1999; Chen and Mangasarian, 1993] as follows:

$$(x_+) \approx \log(1 + \exp(-\alpha x)).$$

In the experiments, we find the above approximation form is slightly better than the logistic function. Hence, the objective function in Eq.(5) can be modified as the following:

$$\mathcal{L} = \arg\min_{U, V, \xi} \sum_{i=1}^N \left\{ \sum_{j \in \mathcal{M}_j} p\left(-U_i^T V_j + r_+ + \alpha\right) + \sum_{h \in G} p\left(U_i^T \tilde{v}_h - \xi_{ih} - r_-, \alpha\right) \right\} + ||\Theta||, \quad (6)$$

where the slack variable has the constraint as $\xi_{ih} \geq r_+ - r_-$. We exploit the gradient descent based optimization procedure to obtain the optimal solutions for $U$, $V$ and $\xi$ in above problem. Their gradients are given by:

$$\frac{\partial \mathcal{L}}{\partial U_i} = - \sum_{j \in \mathcal{M}_j} p_j(U_i, V, \xi) V_j + \sum_{h \in G} \frac{\partial p_h(U_i, V, \xi)}{\partial \xi_{ih}} U_i + \lambda_U U_i, \quad (7)$$

$$\frac{\partial \mathcal{L}}{\partial V_j} = - \sum_{i \in \mathcal{N}_j^o} p_i(U_i, V, \xi) U_i + \sum_{h \in G} \frac{\partial p_h(U_i, V, \xi)}{\partial \xi_{ih}} V_j + \lambda_V V_j, \quad (8)$$

$$\frac{\partial \mathcal{L}}{\partial \xi_{ih}} = - \frac{\partial p_h(U_i, V, \xi)}{\partial \xi_{ih}} + \lambda_\xi, \quad (9)$$

where $\mathcal{N}_j^o$ is the set of users who have consumed item $j$ and $\mathcal{N}_j^o$ is the remaining users who have never consumed it. One caveat is that as the constraint placed on $\xi$ guarantees it to be larger than 0 (i.e., its sign holds as positive), we can simply remove the absolute value sign to obtain its gradient. Also, $p_i(U, V, \xi)$ and $p_h(U, V, \xi)$ are defined as the following:

$$p_i(U, V, \xi) = 1 - 1/(1 + \exp(\alpha(1 - U_i^T V_j + r_+))),$$

$$p_h(U, V, \xi) = 1 - 1/(1 + \exp(\alpha(U_i^T \tilde{v}_h - \xi_{ih} - r_-))).$$

To efficiently calculate the gradient of latent factor $V$, we rewrite Eq.(8) as the following (see the next section):

$$\frac{\partial \mathcal{L}(U, V, \xi)}{\partial V_j} = - \sum_{i \in \mathcal{N}_j^o} p_i(U_i, V, \xi) U_i - \sum_{h \in G} \tilde{v}_h(U_i, V, \xi) + \lambda_V V_j, \quad (10)$$

where $\tilde{v}_h(U, V, \xi)$ and $\bar{v}_h(U, V, \xi)$ are defined as:

$$\tilde{v}_h(U, V, \xi) = \frac{1}{|G_h|} \sum_{i \in \mathcal{G}_h} p_h(U_i, V, \xi) U_i, \quad \bar{v}_h(U, V, \xi) = \sum_{i=1}^N \tilde{v}_h(U_i, V, \xi).$$

The algorithm detail is shown in Figure 1, where adaptive learning rate is used to improve convergence rate [Orr, 1999]. Specifically, we sample a set of unobserved items for each user to reinforce the optimization granularity. It allows us to optimize the problem in both group and instance levels. Suppose for user $i$, we sample a set of unconsommed items, denoted as $A_i$, and then select those items whose predicted ratings are larger than its group’s mean rating to learn parameters. The selected item $l$ for user $i$ satisfies the following rule:

$$U_i^T V_l > U_i^T \tilde{v}_{h(l)}, \quad (11)$$

Hence the objective function in Eq.(6) is refined by:

$$\mathcal{L}^{(new)} = \mathcal{L} + \sum_{i=1}^N \sum_{q \in A_i} p(U_i^T V_q - \xi_{ih(q)} - r_-, \alpha),$$

where $A_i$ is the set of selected items that satisfy Eq.(11) and are unconsommed by user $i$. Therefore, the gradients of $U$, $V$, and $\xi$ can be obtained similarly as above inference, given by:

$$\frac{\partial \mathcal{L}^{(new)}}{\partial U_i} = \frac{\partial \mathcal{L}(U, V, \xi)}{\partial U_i} + \sum_{q \in A_i} \frac{\partial \tilde{p}_h(U, V, \xi)}{\partial \xi_{ih}} V_q,$$

$$\frac{\partial \mathcal{L}^{(new)}}{\partial V_j} = \frac{\partial \mathcal{L}(U, V, \xi)}{\partial V_j} + \sum_{i \in A_j} \frac{\partial \tilde{p}_h(U, V, \xi)}{\partial \xi_{ih}} U_i,$$

$$\frac{\partial \mathcal{L}^{(new)}}{\partial \xi_{ih}} = \frac{\partial \mathcal{L}(U, V, \xi)}{\partial \xi_{ih}} - \sum_{q \in A_i} \frac{\partial \tilde{p}_h(U, V, \xi)}{\partial \xi_{ih}} V_q,$$

where $A_j$ is the set of users who have not consumed item $j$ and $A_{ih}$ is the set of items that belong to group $h$ and are unconsummed by user $i$. 
3.3 Complexity Analysis

In each iteration, updating $U$, $V$ and $\xi$ dominates the major time complexity for solving the optimal problem shown in Eq.(6). To update $U_i$, the first term of Eq.(7) requires time complexity as $O(n_i K)$, where $n_i$ is the number of items that user $i$ has consumed. $V^\xi_i$ is independent of $i$ and can be precomputed. Hence, computing $V^\xi_i$ costs $O(n_i k)$, where $n_i$ is the number of items that user $i$ has consumed and belong to group $i$. Then, the second term of updating $U_i$ needs time complexity as $O(n_i (K + G K))$. Consequently, the computation of $U_i$ is performed in $O(n_i (K + G K))$. This procedure is performed over $N$ users, so the total time is $O(n K + N G K)$, where $n = \sum n_i$.

In the procedure of optimizing $V_j$, the searching direction is dependent on $V^{(old)}$ obtained in the last iteration. The first term in Eq.(10) costs $O(n_j K)$, where $n_j$ is the number of users who have consumed item $j$. Similar to above, $V^{(old)}_i$ in Eq.(10) can be pre-calculated. On the other hand, $V^{(old)}_i$ is independent of $j$ and could be also pre-computed. Then $V^{(old)}(U, V^{(old)}, \xi)$ is pre-stored in the memory due to the sum of $V^{(old)}(U, V^{(old)}, \xi)$ over all users. Hence, the second term in Eq.(10) costs $O(n_j K)$ time complexity. Thus, updating $V_j$ needs running time as $O(n_j K)$, and the total cost time over all items is $O(n K)$, where $n = \sum n_j$.

Similar to update user latent matrix $U$, for each slack variable $\xi_{ih}$, we only need $O(K)$ time complexity due to the pre-computation of $V^{(old)}_h$. Totally, updating $\xi$ over $N$ users and $G$ groups costs time complexity as $O(N G K)$.

In instance-level optimization, similar to above analysis, in the worst situation, each iteration needs $O(N A K)$ running time. In a summary, each iteration of our algorithm costs $O(n K + N (A + G) K)$ time complexity, where $n$ is the number of the observed entries in user-item matrix, and $NA + G K$ is small. Therefore, the time complexity can be approximated by $O(n K)$. In other words, the time complexity of each iteration for the optimization is a linear proportion to the number of observed user-item pairs.

4 Experimental Results

4.1 Datasets

We use three datasets to evaluate the performance of our proposed model. The first two datasets are check-in data collected from Gowalla and Foursquare. Each check-in record in the dataset includes a user ID, a location ID, a check-in frequency and a timestamp that he first time check-in this location. As we only know user’s check-in action, these two data sets are the implicit feedback based data sets. The third data set is the movie data of MovieLens, where each user provides explicit ratings, 1 to 5 stars, for some movies. As our task focuses on the implicit feedback, similar to [Rendle et al., 2009], we remove the rating score from the dataset. We utilize consuming to represent user’s check-in or watching behavior in these three datasets. We remove those users who have consumed less than 10 items. The detailed statistics of datasets are reported in Table 1.

As recommender system targets at recommending new items for users, we split the training and testing as the following. In check-in data, for each user, we first sort the records according to the check-in timestamp and then select the earliest 80% to train the model and use the next 20% as testing. In MovieLens dataset, we randomly select 80% data as training and use the rest as testing due to the absent timestamp.

4.2 Parameter Settings

In the experiments, the regularization constants $\lambda_U$, $\lambda_V$ and $\lambda_\xi$ are set as 0.01. The number $K$ of latent space is set as 10, the initial learning rate $\eta$ is 0.001, and parameter $\alpha$ is set as 5. We divide 100 groups for three datasets. $A$ in check-in data and MovieLens are 150 and 400, respectively.

4.3 Evaluation Metrics

We quantitatively evaluate model performance in terms of top-K recommendation performance, i.e., Precision@K and Recall@K (where $K$ is different from the latent space dimension), and ranking performance, i.e., MAP and AUC [Li et al., 2015]. Formally, their definitions are shown as:

$$P@K = \frac{1}{N} \sum_{i=1}^{N} \frac{|S_i(K) \cap T_i|}{K}, \text{MAP} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{|T_i|} \sum_{j=1}^{M} \text{p}(j) \times \text{rel}(j),$$

$$R@K = \frac{1}{N} \sum_{i=1}^{N} \frac{|S_i(K) \cap T_i|}{|T_i|}, \text{AUC} = \frac{1}{N} \sum_{i=1}^{N} \frac{\sum_{j \in E(i)} I(\hat{R}_{ij} > \hat{R}_{ik})}{|E(i)|},$$

where $S_i(K)$ is a set of top-K new items recommended to user $i$ excluding those items in training, and $T_i$ is a set of items that have been consumed in the training. $\hat{M}_i$ is the number of the returned items in the list of user $i$, $p(j)$ is the precision of a cut-off rank list from 1 to $j$, and $\text{rel}(j)$ is an indicator function that equals to 1 if the item is in the testing, otherwise is 0. $E(i)$ is defined as $E(i) := \{j, k\} | j \in T_i \land k \notin (T_i \cup T^i)$, where $T^i$ is a set of items consumed by user $i$ in the training. $I(\cdot)$ is a indicator function, which equals to 1 if its argument is true and 0 otherwise.

![Figure 1: Algorithm of Relaxed Ranking-based Factor Model](image-url)
4.4 Baseline Methods

To comprehensively demonstrate the effectiveness of our proposed model, named as RRFM, we compare it with the following popular recommendation models:

- **UBPR** [Rendle et al., 2009] models the pairwise ranking for each pair of the observed and unobserved items, and employs SGD with uniformly sampling for optimization.
- **ABPR** [Rendle and Freudenthaler, 2014] is similar to UBPR, but it over-samples the top ranked negative items based on a context-dependent sampling schema.
- **WRMF** [Hu et al., 2008], treats user’s rating as a binary value and fits the ratings on the observed and unobserved items with different confidential values.
- **PMF** [Salakhutdinov and Mnih, 2007] regards the rating as the dot product of user-specific and item-specific feature factors. Logistic function is used as rating conversion method to avoid the data’s bias.

4.5 Performance Comparison

**Ranking Performance Comparison.**

The ranking performance in terms of MAP and AUC for our proposed model with baseline models is reported in Table 2. We summarize the following observations.

First, the method only modeling the observed feedback (i.e., PMF), performs much worse than those taking both observed and unobserved data into consideration (i.e., other four models). Specifically, in Gowalla data, RRFM achieves result as 95.673% in terms of AUC while PMF only obtains 62.005%. Also, RRFM is 3.793% in terms of MAP while PMF is 1.357%. Different from explicit feedback, it is difficult to know user’s negative preference from implicit feedback. As a result, explicit feedback based model is difficult to achieve better performance for implicit feedback. The result indicates that the unobserved data also provides meaningful information and assist to improve ranking performance.

Second, ranking-based methods (i.e., UBPR, ABPR and RRFM) are nearly better than rating prediction-based models (i.e., WRMF and PMF), particularly in terms of AUC metric. Ranking-based methods are modeling the ranking order of user’s positive rating over negative rating, which actually maximizes the AUC metric; while rating prediction-based models focus on the task how to correctly predict ratings. Although WRMF regards user’s positive and negative ratings as one and zero respectively, there is no guarantee for the correctness of their ranking order due to rating prediction based loss. This explains why it has poor performance in AUC.

Third, our proposed model is superior to others, such as in Foursquare, RRFM outperforms WRMF 100.7% and 12.9% in terms of MAP and AUC, respectively; RRFM achieves 15.2% improvement over ABPR in MAP. It happens due to two reasons. First, we separate the positive and negative ratings by the soft boundaries, where some of them are non-separate. It captures user’s actual consuming behavior where he does not consume an item probably due to his dislike or unawareness. Second, we optimize the model in group and instance granularity, where group-based optimization makes parameters reach their optimal solutions in a direction towards the minimum of cost function and instance-based optimization reinforces the approximation to the exact optimization problem in Eq.(5). In addition, WRMF has different performance in MAP due to the much less items and much denser user-item entries in MovieLens than check-in data.

Last, ABPR performs slightly better than UBPR. Instead of uniformly sampling negative items, ABPR samples with an adaptive distribution. It exploits item tailed characteristics (i.e., over-sampling the top ranked negative items) to speed up the convergence of SGD. But with the increase of iteration, UBPR approximates to the true optimal solution as ABPR. It is the reason why it performs similarly as ABPR.

**Top-K Recommendation Performance Comparison.**

The top-K performance of our proposed model versus baseline methods over three datasets is plotted in Figure 2. Based on the observations, we summarize as follows:

First, RRFM outperforms all baseline methods. In particular, it has significant improvement over PMF, which contributes to the involvement of unobserved data for modeling. Its superior performance than ABPR and UBPR is beneficial from the following reasons: (1) The relaxed model allows user’s preference for some unobserved items to mix with positive preference. This is based on the assumption that the unobserved data might be actually negative or missed positive value. (2) It optimizes the ranking problem based on the entire unobserved items with a smooth approximation, which addresses the bias caused by ABPR and UBPR. Furthermore, RRFM obtains much better performance than WRMF. Although WRMF also considers the ranking of positive rating over negative one, it models the recommendation problem by fitting the binary ratings, which cannot guarantee their actual ranking order. Hence, it does not perform as well as RRMF. In MovieLens, the improvement of RRFM over WRMF is small due to that the denser observed data helps WRMF approximate to the true optimal point.

Second, ABPR and UBPR are superior to WRMF in check-
in data, while they are a little worse than WRMF in MovieLens data. ABPR and UBPR actually optimize the AUC metric which evaluates the ranking of one user’s preference for the testing items over the remaining unobserved items. To make user’s positive ratings larger than most of the negative ones, they might sacrifice some top-K performance. It is a tradeoff between the performance in AUC and top-K. Hence although they obtain extremely superior performance in terms of AUC, it cannot guarantee that they can also perform well in top-K performance. That’s why they have poor performance in terms of precision@K and recall@K in MovieLens dataset.

Last, ABPR, UBPR and PMF perform consistently with the ranking performance, where ABPR is better than UBPR, and PMF performs the worst among all models. Although the way to sample negative items has been improved, ABPR is difficult to make significant improvements due to the limitation of sampling technique. PMF’s poor result further demonstrates the importance of modeling all data.

5 Related Work

In this section we briefly review some existing work on recommender system. From the point of view of optimization method, we group them into two categories.

The first category is ranking-based model [Park et al., 2015; Pan and Chen, 2013]. The ranking-based models optimize different ranking metrics [Weston et al., 2013; Yang et al., 2011; Liu et al., 2015; 2014]. The first common type is based on AUC [Dhanjal et al., 2015]. Specifically, [Rendle et al., 2009] proposed to model pairwise ranking of user’s preference for observed item over unobserved item, where the ranking is approximated by a logistic function. Parameter estimation was obtained by SGD with bootstrap sampling. Later, [Rendle and Freudenthaler, 2014] improved the convergence rate of such SGD by oversampling the top ranked negative items. However, [Balakrishnan and Chopra, 2012; Taylor et al., 2008; Weimer et al., 2008] proposed to optimize the Normalized Discounted Cumulative Gain (NDCG) and [Shi et al., 2012a] optimized the Mean Average Precision (MAP). On the other hand, [Shi et al., 2013; 2012b] proposed to optimize the Mean Reciprocal Rank (MRR). Most of them either only model the observed data or highly rely on sampling negative items, which are different from our work.

The second category is rating prediction-based model [Salakhutdinov and Mnih, 2007; Koren et al., 2009; Pan et al., 2008; Takes and Tikk, 2012]. The rating prediction-based model is to minimize the square error between the observed rating and the estimated rating. [Salakhutdinov and Mnih, 2007] proposed to approximate the observed rating by the dot product of user and item latent factors, where the user and item latent factors were drawn from Guassian distribution. [Hu et al., 2008] treated rating as a binary value, where the user’s preferences for observed and unobserved items were regarded as one and zero, respectively. Then it exploited a large weight to fit those observed ratings and a small weight to fit unobserved ones. Similar to this idea, [Pan et al., 2008] formulated the implicit feedback based item recommendation as one-class problem, and proposed to sample some negative items to improve the efficiency. Although these two methods model both positive and negative ratings, they spend too much effort on rating prediction.

6 Conclusion

In this paper, we propose a relaxed ranking-based algorithm for item recommendation with implicit feedback, and design a smooth and scalable optimization method for model’s parameter estimation. The relaxed model not only avoids the pairwise ranking by separating the positive feedback and negative feedback with the soft boundaries, but also exploits the non-separate property of negative and positive feedback to capture the characteristic of unobserved data. To evaluate our proposed model, we conduct extensive experiments with many baseline methods and evaluation metrics on the real-world data sets. The experimental results have shown our model’s effectiveness.
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