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Abstract—Energy aware routing protocols are consistently cited as efficient solutions for ad hoc and sensor networks routing and data management. However, there is not a consistent approach to define the energy related cost metrics that are used to guide the routing protocol performance. This paper provides a survey and analysis of energy related metrics used for ad hoc routing. First, the most common energy efficient routing protocols are classified into four categories based on the energy cost metrics employed. Then, the results of our simulation-based analysis are presented. We conducted a complete set of simulations to compare and contrast the performance of various energy-related metrics. Our analysis provides a comparison of the performance of energy cost metrics used within AODV-based ad hoc routing protocols.

I. INTRODUCTION

Mobile ad hoc network (MANET) is composed of a collection of mobile nodes which can move freely. Therefore, dynamic topology, unstable links, limited energy capacity and absence of fixed infrastructure are special features for MANET when compared to wired networks. MANET does not have centralized controllers, which makes it different from traditional wireless networks (cellular networks and wireless LAN). Due to these special features, the design of routing protocols for MANET becomes a challenge.

Classical ad hoc routing protocols, such as AODV [1] and DSR [2], aim to find the shortest path route during the route discovery phase. Shortest-path based routing has good performance for wired networks. However, this is not true for MANET, since shortest path routing causes power depletion by overusing nodes along the shortest path. Sometimes, power depletion at specified nodes can cause network partitioning. In order to solve this problem, energy efficient routing protocols [3]–[17] have been heavily studied in recent years. Most of them consider energy related cost metrics instead of the hop count or distance metrics.

In this paper, we survey the recent research in energy efficient routing protocols for ad hoc networks. We classify the power efficient routing protocols into four categories based on their path selection scheme. The first set of protocols use the energy cost for transmission as the cost metric and aim to save energy consumption per packet. However, such protocols do not take the nodes’ energy capacity into account. Thus, the energy consumption is not fair among nodes in the network. Minimum Total Transmission Power Routing (MTPR) [4] is an example protocol for this category. The second set of protocols use the remaining energy capacity as the cost metric, which means that the fairness of energy consumption becomes the main focus. But, these protocols can not guarantee the energy consumption is minimized. The third set of protocols are similar to the second set, but use estimated node lifetime instead of node energy capacity as the route selection criteria. Therefore, these protocols still aim to fairly distribute energy consumption. In order to both conserve energy consumption and achieve consumption fairness, Conditional Max-Min Battery Capacity Routing (CMMBCR) [3] has been proposed to combine these two metrics. CMMBCR is an example of the fourth category of protocols, which use combined metrics to represent energy cost.

Although most of the papers which propose these power efficient routing protocols discuss simulation-based performance evaluation, understandably, the vast majority of these papers narrowly focus on comparing their power efficient routing protocol with a classical ad hoc routing protocol (such as AODV and DSR). Unfortunately, these papers largely ignore the results of other papers and often rely on specific simulation settings or simplified models. To fully and fairly study the performance of these different energy-related routing metrics or routing protocols, we implement all of them in the most popular network simulator (NS-2), using the same underlying ad hoc routing protocol (AODV). We conduct a complete set of simulations to evaluate these protocols.

The most similar works in the literature are [18] and [19]. However, [18] compared three different energy efficient routing protocols with minimum-hop routing protocol using their own simulators, while [19] also did performance evaluations for three energy efficient routing protocols by implementing them based on DSR in NS-2. In this paper, we implement a greater number of energy efficient protocols than [18], [19]; we use AODV as the base protocol; we use NS-2; and we evaluate protocol performance considering models both with and without overhearing. The result is a thorough, informative study.

The rest of this paper is organized as follows. In Section II, we survey and classify different energy efficient routing protocols for MANET. Then, simulations and performance analysis are given in Section III. Finally, Section IV concludes the paper.
### II. ENERGY EFFICIENT ROUTING PROTOCOLS

One of the key challenges in the deployment of mobile ad hoc networks is how to prolong the lifetime of the networks. The lifetime of ad hoc network is limited by the battery energy in wireless devices. Energy depletion of nodes can interrupt communication and, even worse, cause network partitioning. Thus, energy efficiency is critical for the design of network protocols. Recently, different energy-related routing metrics and energy aware routing protocols have been proposed in order to achieve energy conservation and increase the lifetime of the network.

Energy-related metrics used by these energy aware routing protocols can be broadly classified into four categories: transmission power, remaining energy capacity, estimated node lifetime, and combined energy metrics.

Here, for each metric used by certain routing protocols, we always consider a \( k \)-hop route \( R = v_0, v_1, \cdots, v_k \) from the source \( v_0 \) to destination \( v_k \). We also use the following notations in the rest of this paper.

### TABLE I

<table>
<thead>
<tr>
<th>Notations</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_R )</td>
<td>cost of route ( R )</td>
</tr>
<tr>
<td>( P_T(i) )</td>
<td>transmission power of node ( v_i )</td>
</tr>
<tr>
<td>( P_R(i) )</td>
<td>receiving power of node ( v_i )</td>
</tr>
<tr>
<td>( E_i^r(t) )</td>
<td>remaining energy capacity of node ( v_i ) at time ( t )</td>
</tr>
<tr>
<td>( F_i^k )</td>
<td>initial energy capacity of node ( v_i )</td>
</tr>
<tr>
<td>( D_R(i,t) )</td>
<td>drain rate of node ( v_i ) at time ( t )</td>
</tr>
</tbody>
</table>

#### A. Transmission Power

According to the propagation model in [20], the received signal power attenuates as \( d^{-n} \) where \( d \) is the transmission distance, and usually, \( n = 2 \) for short distance and \( n = 4 \) for longer distance. In order to conserve energy, senders dynamically adjust the transmission power proportional to the distance. The MTPR proposed in [4] uses the transmission power as the cost metric. The cost function is defined as:

\[
C_R = \sum_{i=0}^{k-1} P_T(i) \quad (1)
\]

The MTPR scheme selects the route with the minimum cost value. Thus, it can ensure that energy consumption per packet is the minimum. \( P_T(i) \) is proportional to \( ||v_i, v_{i+1}||^n \), while \( ||v_i, v_{i+1}|| \) is the distance between node \( v_i \) and \( v_{i+1} \). Thus, MTPR tends to select routes with more hops, which results in more nodes along the route and longer end-to-end delay. To more accurately represent the energy cost and constrain hop count, the power cost \( P_R(i+1) \), for the transceiver at node \( v_{i+1} \) to receive a packet, is also added to the above cost function:

\[
C_R = \sum_{i=0}^{k-1} (P_T(i) + P_R(i+1)) \quad (2)
\]

Here, \( P_R(i+1) \) can help reduce hop count compared to the original MTPR. Notice that if the wireless sender can not adjust the transmission power, the MTPR will be the same as the minimum hop routing. [5] and [6] use a similar metric as MTPR to select routes with the minimum total transmission power. In [6], the authors propose the Minimum Power Routing protocol (MPR) and show a detailed model for calculating transmission power; formally:

\[
P_T(i) = \frac{\varepsilon ||v_i, v_{i+1}||^n}{S_{i,i+1}} \quad (3)
\]

Here, \( \varepsilon \) is a constant, and \( S_{i,i+1} \) characterizes the current channel conditions and interference on link \((v_i, v_{i+1})\). \( S_{i,i+1} \) is a dynamic factor and is estimated based on the historical data. Compared with MTPR, MPR can more accurately estimate the transmission power during the route discovery phase.

#### B. Remaining Energy Capacity

The network lifetime is defined as the duration from the beginning of the network setup to the first depletion of a node in the network. MTPR can minimize the energy consumption per packet, but it might cause node depletion. If some node works on multiple minimum cost paths, it can get depleted fast. Therefore, the network lifetime is not ensured.

To maximize the network lifetime, a number of power aware routing protocols have been proposed which use the remaining energy capacity as the cost metric. Different cost functions are used in different solutions. In [3], the authors proposed the Minimum Battery Cost Routing (MBCR) which used the remaining energy capacity as a cost metric, and the cost function is defined as follows:

\[
C_R = \sum_{i=1}^{k-1} f(E_i^r(t)) \quad (4)
\]

where

\[
f(E_i^r(t)) = \frac{1}{E_i^r(t)} \quad (5)
\]

MBCR selects routes with a minimum cost value to ensure the route with the maximum remaining energy capacity will be chosen. However, MBCR only considers the summation of the remaining energy capacity. Thus, routes containing nodes with little energy capacity can still be chosen. To overcome this problem, [3] improved MBCR with the following cost function:

\[
C_R = \sum_{i=1}^{k-1} \max_{i=1}^{n} f(E_i^r(t)) \quad (6)
\]

This new approach is called Min-Max Battery Cost Routing (MMBCR), which always chooses the route with the maximum bottleneck remaining battery capacity. Therefore, MMBCR can maximize the lifetime of the network. Max-Min Routing Protocol (MMRP) and Max-Min Energy DSR (MMEDSR) proposed in [7] and [8], respectively, both use the same metric and cost function as MMBCR.

Both MBCR and MMBCR use the remaining energy capacity as the cost metric, and there are some other approaches which transform this metric into other metrics, for example, delay. The approach proposed in [9] classified nodes into the following three energy zones based on their remaining energy capacity:


**Normal Zone:** The remaining energy capacity of a node is above 20% of its initial value.

**Warning Zone:** The remaining energy capacity of a node is between 10% and 20% of its initial value.

**Danger Zone:** The remaining energy capacity of a node is below 10% of its initial value.

The cost function is defined as:

\[ C_R = \sum_{i=1}^{k-1} C(i) \quad (7) \]

where \( C(i) \) represents the cost of node \( v_i \) and \( C(i) = C_{\text{normal}}, C_{\text{warning}} \) or \( C_{\text{danger}} \), which is determined by the energy zones defined above. \( C_{\text{normal}}, C_{\text{warning}} \) and \( C_{\text{danger}} \) are predefined costs such that \( C_{\text{normal}} < C_{\text{warning}} < C_{\text{danger}} \). In [9], the authors also improved this approach by increasing the cost for nodes which lie in the Warning or Danger Zone but have sufficiently large number of neighbors. Thus, \( C(i) = C_{\text{normal}} k_i C_{\text{warning}} \) or \( k_i C_{\text{danger}} \), where \( k_i \) is proportional to the number of neighbors of node \( v_i \). This way, even though a node is in the Warning or Danger Zone, it can still be chosen on a route only if it has sufficient neighbors. Thus, the depletion of this node cannot result in a network partition.

Local Energy-Aware Routing based on AODV (LEAR-AODV) in [10] used a threshold approach during the route discovery phase. When node \( v_i \) received a RREQ message at time \( t \), it compared its current remaining energy capacity with the predefined threshold value \( \theta \). If \( E_{\text{r}} i(t) \leq \theta \), the message is dropped. Otherwise, the message is processed and forwarded. In [15], authors used a similar but more complicated approach compared to LEAR-AODV. The proposed Energy-Aware Probability Routing (EAPR) mechanism used the following probability model to determine whether to forward or drop the RREQ message.

\[ p_i = \begin{cases} 1 & E_{\text{r}} i(t) \geq \theta \\ \alpha \times (E_{\text{r}} i(t)/\theta) & E_{\text{r}} i(t) < \theta \end{cases} \quad (8) \]

where \( p_i \) is the probability for node \( v_i \) to forward the Route Request message, \( \theta \) is predefined energy threshold value, which is the same for all nodes, and \( \alpha \) is a coefficient. Both LEAR-AODV and EAPR use a predefined threshold value to determine whether a node participates in the route discovery or not. If the node has enough remaining energy capacity, both schemes allow it to forward the RREQ message. Otherwise, for LEAR-AODV, the node drops the message, while for EAPR, the node forwards the message with a probability which is determined by the remaining energy capacity. The lower the energy capacity, the smaller the probability for the node to participate in the route discovery.

Time Delay On-demand Routing (TDOD) in [16] transfers the remaining energy capacity into waiting delay. Thus, for the TDOD mechanism, route request messages are delayed for some time before they are forwarded. The delay function is as follow:

\[ D_i(t) = \frac{1}{E_{\text{r}} i(t)} \quad (9) \]

where \( D_i(t) \) is the delay before node \( v_i \) forwards the message. Therefore, TDOD allocates higher delay to nodes with lower energy capacity (since each node only forwards the first arrived RREQ message, but drops all later duplicated messages). Messages from nodes with lower capacity are likely to be dropped. The destination node selects the first arrived route request message, which has the lowest delay. Thus, this delay mechanism selects routes with high remaining energy capacity. In [7], the authors also use this delay mechanism to design their Request-Delay Routing Protocol (RDRP). Besides using the delay function in TDOD, RDRP also applied other delay functions to show how they influence the performance.

C. Estimated Node Lifetime

As we can see, numerous power aware routing protocols use the remaining energy capacity as the cost metric. However, some researchers claim that it is not enough to guarantee the lifetime of a node because a node with high energy capacity can also get depleted if there is high traffic passing through it. In [11], the authors proposed a new metric, drain rate, which is defined as the rate at which energy is consumed at a given node. The corresponding cost function is defined as:

\[ C_R = \min T_i^r(t) \quad (10) \]

where

\[ T_i^r(t) = \frac{E_i^r(t)}{DR_i(t)} \quad (11) \]

where \( DR_i(t) \) is the drain rate of node \( v_i \) at time \( t \). Thus, the lifetime of path \( R \) is determined by the minimum \( T_i^r \) along the path. And the Minimum Drain Rate (MDR) mechanism will select the route with the maximum lifetime. In this approach, each node monitors its energy consumption during the given past interval \( \tau \) and maintains the drain rate value using an exponential weighted moving average method; formally:

\[ DR_i(t) = \alpha \times DR_i(t-\tau) + (1-\alpha) \times DR_{i,\text{sample}} \quad (12) \]

where \( DR_i(t-\tau) \) and \( DR_{i,\text{sample}} \) represents the previous and the newly monitored drain rate values, respectively.

In [12], the authors propose Lifetime Prediction Routing (LPR), which is also based on battery lifetime prediction. LPR also favors routes with longer lifetime. The lifetime of a route is determined as follow:

\[ C_R = \min T_i^v(t) \quad (13) \]

LPR uses a Simple Moving Average (SMA) predictor which keeps track of the last \( N \) values of the residual energy and the corresponding time instances for the last \( N \) packets received/relayed by each node to estimate the node battery lifetime. The lifetime of a node is computed as follows:

\[ T_i^v(t) = \frac{E_i^v(t)}{N-1 \sum_{j=0}^{N} DR_{i,j}(t)} \quad (14) \]

where: \( E_i^v(t) \) is the remaining battery capacity at the time \( t \) when the \( j \)th packet is being sent or relayed through the current node \( v_i \); \( DR_{i,j}(t) \) is the drain rate of the current node \( v_i \) at time \( t \) when the \( j \)th packet was sent and is calculated as the ratio of the difference between residual energy capacities of the nodes for packet \( l-1 \) and \( l \) and the difference between arrival times of these two packets; and \( N \) is the length of the history used for calculating the SMA.
D. Combined Energy Metrics

In order to both minimize the energy consumption per packet and maximize the network lifetime, several protocols are proposed in recent research. [3] proposed the Conditional Max-Min Battery Capacity Routing (CMMBCR). In CMMBCR, the battery capacity for route \( R \) is defined as the minimum remaining battery capacity of nodes along the route, and the route selection is divided into two steps. First, CMMBCR discovers all possible paths during the route discovery phase and adds them to set \( A \). Second, for each route in set \( A \), if the minimum battery capacity of nodes along the route is larger than a predefined value \( \gamma \), it is added to set \( Q \). The route selection decision is made according to the following conditions: (1) if \( Q \neq \emptyset \), apply MTPR scheme, i.e., choose the route with the minimum total transmission power; (2) if \( Q = \emptyset \), apply MMBR scheme, i.e., choose the route with the maximum battery capacity. Here, \( \gamma \) can be treated as the energy percentage of the full energy capacity which ranges from 0 to 100.

\[
\gamma = \begin{cases} 
0 & \text{same as MTPR} \\
0 < \gamma < 100 & \text{apply MTPR to routes of battery capacity larger than } \gamma \\
100 & \text{same as MMBR}
\end{cases}
\]

(15)

Therefore, CMMBCR can protect nodes with low energy capacity from being depleted by setting the threshold \( \gamma \).

[13] compared three different cost functions: the first one is the same as MTPR. The second and the third ones both use metrics which combine transmission power and remaining energy capacity. The second cost function is defined as follows:

\[
C_R = \frac{\sum_{i=0}^{k-1} P_T(i)}{\text{min}(E_r^i(t), E_r^{i+1}(t))}
\]

(16)

Compared with MTPR, cost function 2 favors nodes that are not heavily utilized since the remaining energy capacity is used in the function. The third cost function uses the weighted function to combine the two metrics; formally:

\[
C_R = \frac{\sum_{i=0}^{k-1} w_1 P_T(i) + w_2 E_r^{i+1}(t)}{P_{max}}
\]

(17)

where \( P_{max} \) is the maximum transmission power, \( w_1 \) and \( w_2 \) are two weight values that can be adjusted to favor either of the two items. At the beginning, the second item should be one. This function has the same effect as MTPR. However, with the energy capacity decreasing, the second item increases, which makes the cost of the route increase too. Thus, it also attempts to avoid nodes with little energy resource, while minimizing the energy consumption.

In [14], Power-aware Source Routing (PSR) is proposed, which also combines the transmission power and remaining energy capacity as the cost metric. The cost function is defined as follow:

\[
C_R = \sum_{i=0}^{k-1} P_T(i) \left( \frac{E_r^i}{E_r^i(t)} \right)^\alpha
\]

(18)

where \( \alpha \) is a positive weighting factor.

In [17], Power-Aware On-Demand (PAOD) protocol is proposed which combines hop count and remaining battery capacity. When node \( v_i \) receives a RREQ message, it computes a threshold value with The following equation:

\[
\theta_i(t) = \frac{E_r^i}{(t/\eta)^\kappa + 1}
\]

(19)

where \( \eta \) and \( \kappa \) are predefined positive constants. If \( E_r^i(t) \) is larger than \( \theta_i(t) \), the RREQ message will be processed and forwarded. Otherwise, node \( v_i \) will drop the message. The cost function of the route is as follow:

\[
C_R = A \times k - B \times \min \{ E_r^i(t) : i = 1, ..., k \}
\]

(20)

where \( k \) is the hop count, \( A \) and \( B \) are both predefined positive constants. PAOD selects the route with the minimum cost value, which represents a route with smaller hop count and larger battery lifetime.

We conclude and compare the advantages, and drawbacks of all these protocols in table II.

### III. Performance Evaluation

We analyze the following protocols: MTPR, MBCR, MMBR, TDOD, MDR and CMMBCR by implementing and testing them in NS-2 [21], a discrete event-driven network simulator. All of the implementation are modified from the AODV protocol in NS-2.

A. Energy Model

NS2 uses the wireless interface which works like the 914MHZ Lucent WaveLAN DSSS radio interface [22]. Nodes use omni-directional antenna, and the transmission range is 250 meters.

Fixed transmission and receiving power: Energy consumption only counts receiving and transmission. Thus, idle nodes do not consume energy. The power for transmission and receiving are fixed values, 0.66 Watt and 0.365 Watt, respectively. Assume a packet \( p \) with time length \( t(p) \); when

### TABLE II

<table>
<thead>
<tr>
<th>Metric Classifications</th>
<th>Protocols</th>
<th>Objective</th>
<th>Drawback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total transmission power</td>
<td>[4] (MTPR), [5], [6] (MPR)</td>
<td>Minimize energy consumption</td>
<td>May cause node depletion</td>
</tr>
<tr>
<td>Combination</td>
<td>[3] (CMMBCR), [13], [14] (PSR), [17] (PAOD)</td>
<td>Tradeoff between power consumption and fairness</td>
<td>Hard to find perfect tradeoff</td>
</tr>
</tbody>
</table>

### ENERGY RELATED COST METRICS

#### TABLE II

<table>
<thead>
<tr>
<th>Metric Classifications</th>
<th>Protocols</th>
<th>Objective</th>
<th>Drawback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total transmission power</td>
<td>[4] (MTPR), [5], [6] (MPR)</td>
<td>Minimize energy consumption</td>
<td>May cause node depletion</td>
</tr>
<tr>
<td>Combination</td>
<td>[3] (CMMBCR), [13], [14] (PSR), [17] (PAOD)</td>
<td>Tradeoff between power consumption and fairness</td>
<td>Hard to find perfect tradeoff</td>
</tr>
</tbody>
</table>
a node transmits $p$, its energy capacity will be decreased by $E_{tx}(p)$, where $E_{tx}(p) = 0.66 \times t(p)$; when a node receives $p$, its energy capacity will be decreased by $E_{rx}(p)$, where $E_{rx}(p) = 0.395 \times t(p)$. Thus, under this model, MTPR is the same as the minimum hop routing. It is possible to modify this model to adjustable transmission power based on the transmission distance, as we described in Section II. We did simulations with adjustable transmission power, but can not include the results in this paper due to the space limit.

**With or without overhearing**: NS-2 counts the energy consumption of overhearing wireless channels. I.e., a node will consume receiving power for all packets it hears. We modified the energy consumption model in NS-2 so that it can turn on/off the overhearing. In order to measure the effect of the overhearing, we conducted two sets of simulations, one with overhearing and one without overhearing.

**B. Network Setting**

We simulate a network with 50 mobile nodes randomly distributed in a $600 \times 600$ meter region. The simulation time is 900 seconds each run. The mobility model uses the random waypoint model, and node speed is randomly distributed between $(0 \sim 20)$ meters per second. We did two sets of simulations for mobile and static scenarios respectively. For mobile scenarios, we set the pause time as 0. For the traffic models, we use CBR sources, but the source-destination pairs are randomly chosen over the network. There are 10, 20 and 30 connections to represent different degrees of traffic load in different sets of simulations. In addition, the waiting time for the destination to reply to the RREQ message is set as 50ms. We set the threshold $\gamma$ in CMMBCR as 15% for the simulation.

**C. Performance**

We evaluate the performance of six routing protocols via simulations under various scenarios. All results are summarized by Tables III-XIV. In each table, the columns are the name of the protocol, the average delivery ratio (DR), the average end-to-end delay (Delay), the average overhead (Overhead), the average energy consumption (E-Con) and the standard deviation of the remaining energy (E-Dev) among all the nodes. We use **bold font** to identify the best result in each column.

1) **Results Without Overhearing**: We first study the performance under the model without overhearing.

**Static Scenarios**: Tables III, IV and V show the simulation results of static setting with 10, 20 and 30 connections, respectively. First, for all routing protocols, it is clear that the routing performance (DR, Delay and Overhead) decreases while the traffic load increases. Similarly, the network consumes more energy with higher traffic loads. Figures 1(a) and 1(b) show the energy-related performances. In term of energy consumption, MTPR is the one that performs well in most scenarios. But it is interesting that MTPR does not always have the least energy consumption in static scenarios. One reason may be that since MTPR always takes the shortest path it could lead to more collisions, which cost energy. The results in the deviation of remaining energy also indicate this. MTPR has almost the worst deviation in all three cases, because all other protocols consider the remaining energy in the route metric. Notice that TDOD has the best performance when traffic load is high (30 connections). Remember that TDOD adds delay based on the remaining energy which could avoid collisions with neighbors during route discovery. The high traffic load case has more route discovery packets and may lead to more collisions. Thus, TDOD may achieve better performance under high traffic.

**TABLE III**

<table>
<thead>
<tr>
<th>Protocols</th>
<th>DR</th>
<th>Delay</th>
<th>Overhead</th>
<th>E-Con</th>
<th>E-Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTPR</td>
<td>0.999881</td>
<td>0.012500</td>
<td>0.011771</td>
<td>23.907269</td>
<td>9.156139</td>
</tr>
<tr>
<td>MBCR</td>
<td>0.999614</td>
<td>0.014476</td>
<td>0.023462</td>
<td>22.944956</td>
<td>7.630641</td>
</tr>
<tr>
<td>MMBCR</td>
<td>0.999822</td>
<td>0.015992</td>
<td>0.013495</td>
<td>24.883062</td>
<td>9.134526</td>
</tr>
<tr>
<td>TDOD</td>
<td>0.999822</td>
<td>0.016355</td>
<td>0.013495</td>
<td>24.883062</td>
<td>9.134526</td>
</tr>
<tr>
<td>MDR</td>
<td>0.999494</td>
<td>0.015123</td>
<td>0.030354</td>
<td>4.503983</td>
<td>0.999494</td>
</tr>
<tr>
<td>CMMBCR</td>
<td>0.999494</td>
<td>0.015123</td>
<td>0.030354</td>
<td>4.503983</td>
<td>0.999494</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th>Protocols</th>
<th>DR</th>
<th>Delay</th>
<th>Overhead</th>
<th>E-Con</th>
<th>E-Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTPR</td>
<td>0.995364</td>
<td>0.022099</td>
<td>0.023462</td>
<td>40.687572</td>
<td>9.592310</td>
</tr>
<tr>
<td>MBCR</td>
<td>0.995377</td>
<td>0.024229</td>
<td>0.023462</td>
<td>42.809222</td>
<td>8.758987</td>
</tr>
<tr>
<td>MMBCR</td>
<td>0.994104</td>
<td>0.026457</td>
<td>0.023449</td>
<td>44.691049</td>
<td>7.392072</td>
</tr>
<tr>
<td>TDOD</td>
<td>0.992255</td>
<td>0.029459</td>
<td>0.027352</td>
<td>45.360257</td>
<td>9.415896</td>
</tr>
<tr>
<td>MDR</td>
<td>0.995707</td>
<td>0.024870</td>
<td>0.169197</td>
<td>42.910999</td>
<td>8.803344</td>
</tr>
<tr>
<td>CMMBCR</td>
<td>0.979010</td>
<td>0.023414</td>
<td>0.110100</td>
<td>41.087063</td>
<td>8.196747</td>
</tr>
</tbody>
</table>

**Mobile Scenarios**: Tables VI, VII and VIII show the simulation results of mobile settings with 10, 20 and 30 connections, respectively. Figures 1(c) and 1(d) illustrate the energy-related performances. For light traffic, (Table VI and VII), the results of mobile scenarios are worse than those of static scenarios. However, for heavy traffic, the result of the mobile case is much better than that of the static case. E.g., the delivery ratio improves over 30%. This shows that mobility can help routing performance under high traffic load. For the results here, it is much clearer than in the static cases that MTPR almost consumes less energy and has worse standard deviation than the others. For high traffic load, TDOD also spends least energy among all methods due to the same reason we explained in the static scenarios.

2) **Results With Overhearing**: We now turn on the overhearing when we compute the energy consumption. Notice that for MTPR, this will only affect the last two metrics in our results: energy consumption and standard deviation of the remaining energy. But for others, since they consider the...
Fig. 1. Energy-related performance of different routing methods for both static networks and mobile networks (with or without overhearing).
remaining energy capacity, overhearing will affect the route selection.

**Static Scenarios:** Tables IX, X and XI show the simulation results of static settings with 10, 20 and 30 connections, respectively. Figures 1(e) and 1(f) illustrate the energy-related performances. Notice that when comparing results without overhearing, the energy consumption is much higher when we consider the overhearing. Again the MTPR in most cases spends the least energy. It is a surprise that the deviation of the MTPR is not worse when comparing with those of the others. This may be due to the following two reasons: (1) when considering the overhearing, the energy consumption is also spread to all neighbors along the routes; and (2) our traffic loads are also randomly generated in the network. In summary, MTPR performs well with overhearing.

**Mobile Scenarios:** Tables XII, XIII and XIV show the simulation results of mobile setting with 10, 20 and 30 connections, respectively. Figures 1(g) and 1(h) illustrate the energy-related performances in the simulations. In all three cases, MTPR uses the least energy while having the worse deviation.

3) **Summary:** Summarizing all results in our simulation, we can conclude the follows:

- MTPR usually conserves more energy than other methods (e.g., it takes the leading position in most cases), however, it does not evenly distribute the energy consumption in the network;
- The other methods consider the remaining energy capacity or node remaining life time. Thus they can diversify the traffic in the network and distribute the energy consumption more evenly than MTPR; however, from our simulation there is no golden solution for all cases (i.e., no clear winner in these groups);
- The energy consumed by overhearing is significant. None of the routing methods considered adequately address this issue. We can modify the routing protocols by considering the overhearing during the route discovery phase. However, with node mobility, it is hard to estimate the overhearing cost. Thus, an energy efficient MAC protocol may be a more feasible solution.
We surveyed energy efficient routing protocols for ad hoc networks and classified them into four categories. Extensive simulations with different scenarios showed that protocols in the first category (i.e. MTPR) can find the minimum energy cost path and conserve energy when compared to protocols in the other three categories, most of the time. However, protocols in the second and third categories can more evenly distribute energy consumption among nodes in the network, which means they can extend the network lifetime. Because protocols in the fourth category use combined energy metrics (e.g. CMMBCR), their performance is between the first and the second or the third categories. The CMMBCR can easily combine the two metrics, however, it is difficult to find the optimal tradeoff to achieve the best performance.

The simulation results also showed that, overhearing consumes a large amount of energy, which obviously will decrease the network lifetime. Researchers also proposed solutions to reduce the effect of overhearing in recent works. For example, [23] proposed a new interface idling mechanism, which can extend the network lifetime by up to 86% by reducing overhearing expenditure.

IV. CONCLUSION
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