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Abstract

In this paper, we investigate how to design greedy routing to achieve sustainable and scalable in a large-scale three-dimensional (3D) sensor network. Several 3D position-based routing protocols were proposed to seek either delivery guarantee or energy-efficiency in 3D wireless networks. However, recent results [1,2] showed that there is no deterministic localized routing algorithm that guarantees either delivery of packets or energy-efficiency of its routes in 3D networks. In this paper, we focus on design of 3D greedy routing protocols which can guarantee delivery of packets and/or energy-efficiency of their paths with high probability in a randomly deployed 3D sensor network. In particular, we first study the asymptotic critical transmission radius for 3D greedy routing to ensure the packet delivery in large-scale random 3D sensor networks, then propose a refined 3D greedy routing protocol to achieve energy-efficiency of its paths with high probability. We also conduct extensive simulations to confirm our theoretical results.

1. Introduction

Most existing wireless sensor systems and protocols are based on two-dimensional (2D) design, where all wireless sensor nodes are distributed in a two-dimensional plane. This assumption is somewhat justified for applications where sensor nodes are deployed on earth surface and where the height of the network is smaller than transmission radius of a node. However, 2D assumption may no longer be valid if a wireless sensor network is deployed in space, atmosphere, or ocean, where nodes of a network are distributed over a 3D space and the difference in the third dimension is too large to be ignored. In fact, recent interest in under-water sensor networks [3] or space sensor networks [4] hints at the strong need to design 3D wireless networks. However, the design of networking protocols for 3D wireless networks is surprising more difficult than that for 3D networks. In this paper, we focus on one particular problem in 3D networks: 3D localized position-based routing.

Localized position-based routing makes the forwarding decision based solely on the position information of the destination and local neighbors. It does not need the dissemination of route discovery information and the maintenance of routing tables. Thus, it enjoys the advantages of lower overhead and higher scalability than other traditional routing protocols. This makes localized routing protocols much suitable for large-scale sensor networks. The most common and efficient localized routing is greedy routing, in which a packet is greedily forwarded to the closest node to the destination in order to minimize the average hop-count. Greedy routing can be easily extended to 3D case. Actually, several under-water routing protocols [5,6] are just variations of 3D greedy routing. Fig. 1 illustrates the basic idea of 3D greedy routing. Let t be the destination node. As shown in Fig. 1a, current node u finds the next relay node v which is the closest to t among all neighbors of u. But, it is easy to construct an example (see...
Fig. 1b) to show that greedy routing will not succeed to reach the destination but fall into a local minimum (at a node without any “better” or “closer” neighbors). This is true for both 2D and 3D networks.

Therefore, in this paper, we are interested in (1) how to achieve delivery guarantee of 3D greedy routing in large-scale random networks; and (2) how to achieve energy-efficiency of paths in large-scale 3D networks so that the networks can be sustainable. In particular, we make the following contributions on 3D greedy routing:

- We prove that 3D greedy routing can guarantee the delivery of packets between any source–destination pairs if the underlying topology is Delaunay translation.
- We study on the critical transmission radius (CTR) of 3D greedy routing that guarantees the delivery of packets. On the other hand, even a localized routing method can find the route to deliver the packet, it may not guarantee the energy-efficiency of the path, i.e., the total power consumed compared with the optimal could be very large in the worst case. Several energy-aware localized 2D routing protocols [10–12] already took the energy concern into consideration, but none of them can theoretically guarantee the energy-efficiency of their routes. This is true for all existing 3D localized routing methods too. Recently, Flury and Wattenhofer [2] showed an example 3D network where the path found by any deterministic localized routing protocol to connect two nodes $s$ and $t$ has energy-consumption asymptotically at least $\Theta(d^3)$ in the worst case. Here $d$ is the optimal energy-consumption to connect $s$ and $t$. Therefore, in this paper, we are interested in (1) how to achieve delivery guarantee of 3D greedy routing in large-scale random networks; and (2) how to achieve energy-efficiency of paths in large-scale 3D networks so that the networks can be sustainable. In particular, we make the following contributions on 3D greedy routing:

- We prove that 3D greedy routing can guarantee the delivery of packets between any source–destination pairs if the underlying topology is Delaunay translation.
- We study on the critical transmission radius (CTR) of 3D greedy routing that guarantees the delivery of packets between any source–destination pairs. We prove that for a 3D random network, formed by nodes that are generated by a Poisson point process of density $n$ over a convex compact region of unit-volume, the CTR for 3D greedy routing is asymptotic almost surely (a.a.s.), at most $\sqrt{\frac{3\ln n}{4\pi\alpha}}$ for any $\beta > \beta_0$ and at least $\sqrt{\frac{3\ln n}{4\pi\beta}}$ for any $\beta < \beta_0$. Here, $\beta_0 = 3.2$.

- We extend our previous 2D energy-aware routing method [13] to an energy-efficient restricted 3D greedy routing, which is a simple variation of 3D greedy routing. The proposed routing method can guarantee energy-efficiency of its path with high probability if it finds one in 3D networks. We also study its CTR in random 3D networks and show it is in the same formation of that of 3D greedy routing, except for $\beta_0 = \frac{3}{1 + \alpha^2}$ where $\alpha$ is an parameter used by the proposed method.

- We conduct extensive simulations on 3D random networks to study the distributions of CTRs of both 3D greedy routing and restricted 3D greedy routing and evaluate their routing performances.

The rest of the paper is organized as follows. In Section 2, we first review related work on 3D position-based routing and critical transmission radius of greedy routing. Then we present our network model and several preliminaries in Section 3. In Section 4, we study how to achieve delivery guarantee of 3D greedy routing by deriving the asymptotic almost sure bounds on the critical transmission radius of 3D greedy routing. In Section 5, we further extend the 3D greedy routing to an energy-efficient localized routing and derive its CTR bounds. We present simulation results in Section 6 and summarize this paper in Section 7.

2. Related work

Due to its wide-range potential applications, 3D wireless sensor network has recently emerged as a premier research topic. Most current research in 3D sensor networks primarily focuses on coverage [14–17], connectivity [15,18–20], and routing issues [5,6,21–24]. Since we focus on design of 3D position-based localized routing in this paper, we will first review the status on 3D position-based localized routing.

2.1. 3D localized routing: delivery guarantee and energy-efficiency

As the most widely used position-based routing, greedy routing has been used by Pompili and Melodia and Xie et al. [5,6] for 3D under-water sensor networks. However,
all of these greedy-based routings cannot guarantee the delivery, since they may fail at the local minimum. In 2D networks [7–9], delivery guarantee can be achieved by applying face routing as a backup method to get out of the local minimum after simple greedy heuristic fails. The idea of face routing is to walk along the faces which are intersected by the line segment between the source and the destination. To guarantee the packet delivery, face routing requires the underlying 2D routing topology to be a planar graph (i.e., no link/edge intersection). However, 3D networks cannot be planarized any more. Fevens et al. [21,22] proposed several 3D position-based routing protocols and tried to find a way to still use face routing to get out of the local minimum. Their basic idea is projecting the 3D network to a 2D plane (as shown in Fig. 2a), then applying the face routing in the plane. However, as shown in Fig. 2b [21], a planar graph cannot be extracted from the projected graph. It is clear that removing either \( v_1v_2 \) or \( v_1v_2' \) will break the connectivity. Furthermore, Durocher et al. [1] have recently proven that there is no deterministic localized routing algorithm for 3D networks that guarantees the delivery of packets. Flury and Wattenhofer [2] then proposed a randomized 3D routing which adopts a randomized recovery technique when 3D greedy fails.

Beside the delivery guarantee of packets, the energy-efficiency of paths is also very important for large-scale sensor networks. Given a routing method \( \mathcal{A} \), let \( \mathcal{P}_s(t) \) be the path found by \( \mathcal{A} \) to connect the source node \( s \) and the destination node \( t \). A routing method \( \mathcal{A} \) is called energy-efficient if for every pair of nodes \( s \) and \( t \), the energy-consumption of path \( \mathcal{P}_s(t) \) is within a constant factor of the least energy-consumption path connecting \( s \) and \( t \) in the network. Even a 3D localized routing method can find the route to deliver the packet, it may not guarantee the energy-efficiency of the path, i.e., the total power consumed compared with the optimal could be very large in the worst case. Several energy-aware localized 2D routing protocols [10–12] already took the energy concern into consideration, but none of them can theoretically guarantee the energy-efficiency of their routes. This is true for all existing 3D localized routing methods too. For path energy-efficiency, recently, Flury and Wattenhofer [2] proved that no deterministic localized routing method is energy-efficient in 3D networks. They proved the claim by constructing an example of a 3D network (Fig. 1 of [2]) where the path found by any localized routing protocol to connect two nodes \( s \) and \( t \) has energy-consumption (or hop-count or distance) asymptotically at least \( \Theta(d^2) \) in the worst case, where \( d \) is the optimum cost. Therefore, we are also interested in refining 3D greedy routing into a 3D energy-efficient routing. In particular, we extend our previous 2D energy-aware routing method [13] to an energy-efficient restricted 3D greedy routing.

### 2.2. Critical transmission radius for greedy routing

One way to guarantee the packet delivery for greedy routing in 2D/3D networks is letting all nodes have sufficiently large transmission radii to avoid the existence of local minimum. It is clear that this can be achieved when the transmission radius is infinite. Assume that \( V \) is the set of all wireless nodes in the network and each wireless node has a transmission radius \( r \). Let \( B(x,r) \) denote the open disk of radius \( r \) centered at \( x \). Let

\[
\rho(V) = \max_{(u,v) \in V} \min_{w \in B(u,v)} ||w - u||.
\]

In the equation, \((u,v)\) is a source–destination pair. Since \( w \in B(v, ||u - v||) \), we have \(||w - v|| < ||u - v||\). It means \( w \) is closer to \( v \) than \( u \). If the transmission radius is not less than \(||w - u||\), \( w \) might be the one to relay packets from \( u \) to \( v \). Therefore, for each \((u,v)\), the minimum of \(||w - u||\) over all nodes on \( B(v, ||u - v||) \) is the transmission radius that ensures there is at least one node that can relay packets from \( u \) to \( v \), and the maximum of the minimum over all \((u,v)\) pairs guarantees the existence of relay nodes between any source–destination pair. Clearly, if the transmission radius is at least \( \rho(V) \), packets can be delivered between any source–destination pairs. On the other hand, if the transmission radius is less than \( \rho(V) \), there must exist some source–destination pair, e.g., the \((u,v)\) that yields the value \( \rho(V) \), such that packets cannot be delivered. Therefore, \( \rho(V) \) is called the critical transmission radius (CTR) for greedy routing that guarantees the delivery of packets between any source–destination pair of nodes among \( V \).

Previously, several studies (e.g. [25–28]) focused on the critical transmission radius for certain network proper-

![Fig. 2. Simple projection from 3D to 2D does not work!](attachment:image.png)
ties such as connectivity, k-connectivity, and coverage. Surprisingly, there is not much study for the critical transmission radius for certain routing methods, except for the recent results [29,30] for 2D greedy routing. Traditionally it is assumed that the network nodes are represented by a Poisson point process of density \( n \) over a unit area disk or square. Wan et al. [29] proved that for any constant \( c > 0 \), it is a.a.s. that \((1 - e)^{\sqrt{\ln n} / n} \leq \rho(P_n) \leq (1 + e)\sqrt{\ln n} / n \), where \( \rho_0 = 1/(\sqrt{\pi} - 2/3) \). The same authors further improved asymptotic bounds on \( \rho(P_n) \) in [30]. Specifically, they proved that for any constant \( c \), the asymptotic probability of \( \rho(P_n) \leq \sqrt{\ln n} / n \) is at least \( 1 - \left( \frac{1}{35\sqrt{73} - 2} \right) e^{-c} \) and at most \( e^{-3/2+c} \). In this paper, we will apply similar techniques used by Wan et al. [29] to derive the CTR for 3D greedy routing and the proposed restricted 3D greedy routing.

3. Preliminaries

In this section, we present our models and several useful results which are used by our analysis on critical transmission radius of 3D greedy routing.

3.1. Assumptions and notations

We consider a set \( V \) of \( n \) wireless sensor devices (called nodes hereafter) uniformly distributed in a compact and convex 3D region \( D \) with unit-volume in \( \mathbb{R}^3 \). By proper scaling, we assume the nodes are represented by a Poisson point process \( P_n \) of density \( n \) over a unit-volume cube \( D \). Each node knows its position information and has a uniform transmission radius \( r \). Then the communication network is modeled by a unit disk graph \( G(V,r) \), where two nodes \( u \) and \( v \) are connected if and only if their Euclidean distance is at most \( r \). Hereafter, we use \( ||u - v|| \) to denote the Euclidean distance between \( u \) and \( v \). For a link \( uv \in G(V,r) \), we use \( ||uv|| \) to denote its length. We further assume that the energy needed to support the transmission of a unit amount of data over a link \( uv \) is \( e(||uv||) \), where \( e(x) \) is a non-decreasing function on \( x \).

For a finite set \( S \), we use \( \#(S) \) to denote its cardinality. For a set \( A \subset \mathbb{R}^2 \), we use \( |A| \) to denote the volume of \( A \) and use \( \partial A \) to denote the topological boundary of \( A \). Let \( B(x,r) \) be the open sphere of radius \( r \) centered at \( x \). For any two points \( u, v \in \mathbb{R}^3 \), the intersection of two spheres of radii \( ||u - v|| \) centered respectively at \( u \) and \( v \) denoted by \( L_{uv} \), is called the biconvex of \( u \) and \( v \), i.e., \( L_{uv} = B(u, ||u - v||) \cap B(v, ||u - v||) \), and \( ||u - v|| \) is called the depth of the biconvex. An event is said to be asymptotic almost sure if it occurs with a probability converges to one as \( n \to \infty \). To avoid trivialities, we assume \( n \) to be sufficiently large if necessary.

3.2. Geometric preliminaries

We first provide several geometric lemmas which will be used in the analysis of critical transmission radius of 3D greedy routing. Due to the space limit, we ignore their proofs (which are similar to those of lemmas in [29] for 2D case), if \( ||u - v|| = 1 \), a straightforward calculation yields that \( L_{uv} = \frac{\pi}{2} \). The volume of such a biconvex with respect to the volume of a unit-volume ball is \( \frac{\pi}{2^{12/3}} = \frac{\pi}{2} \). Let \( \rho_0 = 1/(2 - 2/3) \). Then, the volume of a biconvex with depth \( r \) is \( \frac{\pi}{2} \left( 1 - r^2 \right)^{3/2} \). The following lemma gives a lower bound of the volume of two intersecting biconvexes.

Lemma 1. Assume \( R > 0 \) and \( a_1, b_1, a_2, b_2 \in \mathbb{R}^3 \). Let \( z_1 = \frac{1}{2}(a_1 + b_1), \) \( r_1 = ||a_1 - b_1||, z_2 = \frac{1}{2}(a_2 + b_2), \) and \( r_2 = ||a_2 - b_2|| \). If \( r_1, r_2 \in \left[ \frac{1}{2} R, R \right], \) \( ||z_1 - z_2|| \leq \sqrt{3} R, \) \( a_1, b_1 \notin L_{a_2,b_2}, \) and \( a_2, b_2 \notin L_{a_1,b_1} \), there exist a constant \( \gamma \) such that \( ||z_1 \cap z_2|| \geq \gamma R^2 ||z_1 - z_2|| \).

For any convex compact set \( C \subset \mathbb{R}^3 \), we use \( C_r \) to denote the set of points in \( C \) that are away from \( \partial C \) by at least \( r \). The next lemma gives a lower bound of the volume of \( C_r \).

Lemma 2. Given a convex compact set \( C \subset \mathbb{R}^3 \) with diameter at most \( d \),
\[ |C_r| \geq |C| - \pi d^2 r. \]

An \( \varepsilon \)-tessellation is a technique that divides the 3D space by vertical planes perpendicular to either \( x \)-axis or \( y \)-axis and horizontal planes perpendicular to \( z \)-axis into equal-size cubes, called cells, in which cells are with width \( \varepsilon \). Without loss of generality, we assume the origin is a corner of cells. In a tessellation, a polycube is a collection of cells intersecting with a convex compact set. The \( x \)-span (and \( y \)-span, \( z \)-span, respectively) of a polycube is the distance measured in the number of cells in the \( x \)-direction (and \( y \)-direction, \( z \)-direction, respectively). If the span of a convex compact set is \( s \) and the width of cells is \( l \), the span of the corresponding polycube is at most \( \lceil s/l \rceil + 1 \). We have the following lemma.

Lemma 3. If a convex compact set \( S \) consists of \( m \) cubes and \( \tau \) is a positive integer constant, the number of polycubes with span at most \( \tau \) and intersecting with \( S \) is \( \Theta(m) \).

3.3. Probabilistic preliminaries

The following lemma from [29] gives a lower bound for the minimum of a collection of Poisson RVs.

Lemma 4 [29]. Assume that \( \lim_{n \to \infty} \frac{n}{\rho_0} = \beta \) for some \( \beta > 1 \). Let \( Y_1, Y_2, \ldots, Y_n \) be \( \rho_0 \) Poisson RVs with means at least \( \lambda_n \). If \( \lambda_n = o(n \sqrt{\ln n}) \), then for any \( 1 < \beta < \beta', \) \( \min_{1 
\leq \beta'}. \)
Theorem 5 [31]. Let \( n > 0 \). Suppose \( k \in \mathbb{N} \), and \( h(\gamma, \chi) \) is a bounded measurable function defined on all pairs of the form \((\gamma, \chi)\) with \( \chi \subset \mathbb{R}^3 \) being a finite subset and \( \gamma \) being a subset of \( \chi \), satisfying \( h(\gamma, \chi) = 0 \) except when \( \gamma \) has \( k \) elements. Then

\[
E \left[ \sum_{\gamma \subset \mathbb{B}_n} h(\gamma, \mathcal{P}_n) \right] = \frac{n^k}{k!} E[h(\mathcal{X}_k, \mathcal{X}_k \cup \mathcal{P}_n)]
\]

where the sum on the left side is over all subsets \( \gamma \) of the random Poisson point set \( \mathcal{P}_n \), and on the right side the set \( \mathcal{X}_k \) is a binomial process with \( k \) nodes, independent of \( \mathcal{P}_n \).

We need to estimate the number of subsets with some specified topology, e.g., two nodes are minima w.r.t. each other. But it is not so easy to estimate this among Poisson point processes. The Palm theory allows us to place a set of random points first and then estimate the expectation over the Poisson point process. This technique will be used in proof of Theorem 7.

4. Delivery guarantee of 3D greedy routing

In this section, we study how to guarantee the packet delivery of 3D greedy routing. We first prove that 3D greedy routing can guarantee the delivery on Delaunay triangulation. Then, we investigate the critical transmission radius of 3D greedy routing in random networks.

4.1. 3D greedy routing on delaunay triangulation

In a \( d \)-dimensional Euclidean space, a Delaunay triangulation [32] is a triangulation Del(V) such that there is no point in \( V \) inside the circumsphere of any \( d \)-simplex in Del(V). For example, in 3D space the 3-simplex is a tetrahedron, while in 2D scarce the 2-simplex is a triangle. In [33], Morin proved that 2D greedy routing can guarantee the packet delivery on Delaunay triangulation. Here, we extend his proof to 3D space.

Theorem 6. The 3-dimensional greedy routing can guarantee the packet delivery on any Delaunay triangulation Del(V).

Proof. Assume that \( t \) is the destination. We first prove that every node \( v \) in Del(V) has a neighbor that is strictly closer to \( t \) than \( v \). In other words, there is no local minimum for 3D greedy routing in Del(V). In Euclidean space, the Delaunay triangulation Del(V) of \( V \) corresponds to the dual graph of the Voronoi diagram Vor(V) of \( V \). Let \( f \) be the first face in Vor(V) intersected by the directed line from \( v \) to \( t \). The face \( f \) must exist, since \( v \) and \( t \) are contained in two different Voronoi cells. See Fig. 3 for illustration. Face \( f \) is the boundary shared by two Voronoi cells, one for \( v \) and one for some node \( u \). The 2D plane which face \( f \) defines partitions the 3D space into two open subspaces (all points in the same subspace with \( v \) is closer to \( v \) than to \( u \), while all points in the same subspace with \( u \) is closer to \( u \) than to \( v \)). Since \( t \) is in the same subspace with \( u \), node \( u \) is closer to \( t \) than node \( v \). Therefore, at each routing step of 3D greedy routing, the packet gets closer to \( t \). The number of steps is bound by \( n \), thus, the package is guaranteed to reach \( t \). \( \square \)
Proof. To have the lower bound of minimal scan statistics, we apply the tessellation technique to discretize the scanning process. We tessellate the deployment region by properly choosing cell size such that: (1) each copy of the biconvex contains a polycube with volume at least \( \eta \frac{n}{\pi} \) for some \( \eta > 1 \), and (2) the number of polycubes is \( O\left(\frac{n}{\sqrt{\pi}}\right) \). Let \( d = \sqrt{3}r_0 \), which is the largest distance between any two points in a biconvex. For a given \( \beta_1 \), choose a constant \( \beta_2 \in (\beta_1, \beta) \), and let \( e = \frac{\beta_2}{\beta_1} \left(1 - \frac{1}{\beta_1}\right) \). Consider an \( e \)-d-tesselation. (Note that \( e \) is chosen such that each copy of the biconvex contains a polycube with volume at least \( \eta \frac{n}{\pi} \) for some \( \eta > 1 \).) To prove this inequality, it is sufficient to show that any biconvex of two points in \( D \) that are separated by a distance of \( r_0 \) contains a polycube with span at most \( \frac{d}{2} \) and volume at least \( \frac{\pi}{4} d^3 \).

For a biconvex, let \( P \) denote the polycube induced by \( L \). Then, \( P \subseteq L \), and the span of \( P \) is at most \( d = \sqrt{3}r_0 < 1 \). By Lemma 2 and the fact that \( |L| = \frac{d}{2} \pi r_1^2 \frac{n}{\sqrt{\pi}} = \frac{d}{2} \pi r_0^3 \), we have

\[
|P| \geq |L| \cdot \pi d^2 (\sqrt{3} \pi d^2 - |L|) = \frac{d^3}{2} \pi d^3 \left(1 - \frac{d}{2} \pi d^3 \right)
\]

\[
= |L| \left(1 - \frac{27 \beta_0}{4} \right) |L| = |L| \left(1 - \frac{27 \beta_0}{4} \right) \beta_2 \beta_1 |L| = \frac{\beta_2}{\beta_1} \left(\frac{4 \pi r_0^3}{3 \pi} \right) \frac{1}{\beta_1}
\]

Let \( I_n \) denote the number of polycubes in \( D \) with span at most \( \frac{d}{2} \) and volume at least \( \frac{\pi}{4} d^3 \), and \( Y_i = \) the number of nodes on the ith polycube. Then \( Y_i \) is a Poisson RV with rate at least \( \left( \frac{d}{2} \pi r_0^3 \right) \) \( \ln n \). Since the number of cells in \( D \) is \( O\left(\frac{n}{\sqrt{\pi}}\right) \), by Lemma 3, \( I_n = O(\frac{n}{\sqrt{\pi}}) \). By Lemma 4, it is a.a.s. that

\[
\min_{i=1}^{I_n} Y_i \geq \mathcal{L} \left( \frac{\beta_2}{\beta_1} \right) \geq \mathcal{L} \left( \frac{\beta_2}{\beta_0} \right)
\]

Thus, \( \mathcal{S}(P_n, r_0) \geq \min_{i=1}^{I_n} Y_i \geq \mathcal{L} \left( \frac{\beta_2}{\beta_0} \right) \ln n \). □

4.2.2. Lower bound of Theorem 7

The second half of Theorem 7 can be proved by showing that if \( r_0 = \sqrt[3]{\frac{8 \ln n}{\pi \eta}} \), then a.a.s. \( Y_i \geq \eta \frac{n}{\pi} \). The space is going to be tessellated into equal-size cube cells. For each cell, an event that implies the existence of local minima in the cell is introduced, and a lower bound for the probability of the event is derived. Since these events are independent and identical over cells, we can estimate a probability lower bound of local minima. By showing the lower bound is a.a.s. equal to 1, we prove the second part of Theorem 7. The detail is given below.

Let \( \beta_1 \) and \( \beta_2 \) be two positive constants such that \( \max \left( \frac{2}{3} \beta_0, \beta_0 \right) < \beta_1 < \beta_2 < \beta_0 \). In addition, let \( R_1 \) and \( R_2 \) be given by \( n \left( \frac{2}{3} \pi R_0^3 \right) = \beta_1 \ln n \) and \( n \left( \frac{2}{3} \pi R_1^3 \right) = \beta_2 \ln n \), respectively. Since \( \frac{2}{3} \beta_0 < \beta_1 < \beta_2 < \beta_0 \), we have \( \frac{2}{3} R_0 < R_1 < R_2 \). Divide \( D \) by \( (4 \sqrt[3]{\frac{8 \ln n}{\eta \pi}}) \)-tessellation. Let \( I_n \) denote the number of cells fully contained in \( D \). Here we have \( I_n = O(\frac{n}{\sqrt{\pi}}) \). For each cell fully contained in \( D \), we draw a ball of radius \( \sqrt[3]{\frac{8 \ln n}{\eta \pi}} \) at the center of the cell. For \( 1 \leq i \leq I_n \), let \( E_i \) be the event that there exists two nodes \( X, Y \in P_n \) such that their midpoint is in the ith ball, their distance is between \( R_1 \) and \( R_2 \), and there is no other node in \( L_{XY} \). For any two nodes \( u \) and \( v \) with \( |u - v| > r_{av} \), if there are no other nodes in \( L_{uv} \) and \( u \) and \( v \) are local minima w.r.t. each other, \( E_i \) implies existence of local minimum, and

\[
\Pr\{E_i \} \geq \Pr\{F_i\} = \sum_{\ell=1}^{\eta} \Pr\{F_i \cap \{X_i, X_j\} \}
\]

\[
- \sum_{\ell=1}^{\eta} \Pr\{F_2 \cap \{X_i, X_j\} \}
\]

\[
- \sum_{\ell=1}^{\eta} \Pr\{F_3 \cap \{X_i, X_j, X_k\} \}
\]

For the sake of clarity, we use \( X_1, X_2, X_3, \) and \( X_4 \) to denote independent random points with uniform distribution over \( D \) and independent of \( P_n \). Let \( F_1 \) be the event that \( h_1(\{X_1, X_2\}, \{X_1, X_2\} \cup P_n) = 1 \), \( F_2 \) be the event that \( h_2(\{X_1, X_2\}, \{X_1, X_2, X_3\} \cup P_n) = 1 \), and \( F_3 \) be the event that \( h_3(\{X_1, X_2, X_3\}, \{X_1, X_2, X_3, X_4\} \cup P_n) = 1 \). According to the Palm theory (Theorem 5), we have
\[
\sum_{(X_1', X_2') \in p_n} \Pr[F'_1((X_1', X_2'))] = E \left[ \sum_{(X_1', X_2') \in p_n} h_1((X_1', X_2'), p_n) \right] \\
= \frac{n^2}{2} E[h_1((X_1, X_2), (X_1, X_2) \cup p_n)] \\
= \frac{n^2}{2} \Pr[F_1];
\]

(3)

\[
\sum_{(X_1', X_2', X_3') \in p_n} \Pr[F_2((X_1', X_2', X_3'))] \\
= E \left[ \sum_{(X_1', X_2', X_3') \in p_n} h_2((X_1', X_2', X_3'), p_n) \right] \\
= \frac{n^4}{8} E[h_2((X_1, X_2, X_3), (X_1, X_2, X_3) \cup p_n)] \\
= \frac{n^4}{8} \Pr[F_2];
\]

(4)

From Eqs. (2)-(5), we have

\[
\Pr[F_1] \geq \frac{n}{2} \Pr[F_1] - \frac{n^3}{2} \Pr[F_2] - \frac{n^4}{8} \Pr[F_3].
\]

(6)

In the next, we will derive the set \( \{(x_1, x_2) \in A, R_1 \leq |x_1 - x_2| \leq R_2 \} \). We have

\[
\Pr[F_1] = \int_S \Pr[F_1(x_1, x_2)] dx_1 dx_2 \\
= \int_S e^{-n|x_1+x_2|} dx_1 dx_2 = \int_S e^{-n|x_1+x_2|} dx_1 dx_2.
\]

Let \( z = \frac{x_1+x_2}{2} \) and \( r = \frac{1}{2} |x_1 - x_2| \). Then,

\[
\Pr[F_1] = \int_{z \in A} \int_{z-r}^{z+r} e^{-n|x_1-x_2|} 32 \pi r^2 dr dz \\
= \int_{z \in A} \int_{z-r}^{z+r} e^{\frac{-n}{2} |r|} 32 \pi r^2 dr dz \\
= \left( \frac{b_0}{n} \right)^{\frac{3}{2}} \left( \frac{8 \pi}{\gamma n R_1^3} \right) \ln n.
\]

(7)
Most energy-efficient link locally, and the overall route to the destination. However, such choice might not be the hop neighbor based purely on its distance to the destination. Hence, a localized routing method [13] is designed for 2D networks. In 3D greedy routing, the current node selects its next neighbor based on the maximum energy mileage distance [1] under the energy model $\mathbf{e}(x)$. We assume that the energy mileage $\frac{1}{r}$ is an increasing function when $x < r_0$ and a decreasing function when $x > r_0$. This assumption is true for most of the commonly used energy models. For example, if $\mathbf{e}(\|x\|) = \|x\|^2 + c$ is the energy used by sending message from $u$ to $v$, the maximum energy mileage distance $r_0 = \sqrt{c}$. Our 3D localized routing greedily selects the neighbor who can maximize the energy mileage as the forwarding node.

**Restricted region.** Instead of selecting the forwarding node from all neighbors of current node $u$ (a unit ball in 3D as shown in Fig. 4a), our 3D routing method prefers the forwarding node $v$ inside a smaller restricted region. The region is defined inside a 3D cone with an angle parameter $\alpha < \pi/3$, such that angle $\angle vut \leq \alpha$, as shown in Fig. 4b. The angle $\alpha$ (restricting the forwarding direction) is to bound the total distance of the routing path. Then the restricted region is a region inside this 3D cone and near the maximum energy mileage distance $r_0$ such that every node $v$ inside this area satisfies $\eta_1 r_0 \leq \|uv\| \leq \eta_2 r_0$, as shown in Fig. 4b. Here, $\eta_1$ and $\eta_2$ are two constant parameters. This helps us to prove the energy-efficiency of the route.

Notice that both these ideas are not completely new. Restricted region with an angle has been used in some localized routing methods, such as nearest/farthest neighbor routing [34], while concepts similar to energy mileage have been used in some energy-aware localized routing methods [11, 12, 35]. However, combining both of these techniques to guarantee energy-efficiency is first done in our previous work [13] for 2D networks. In this paper, we further adapt them into 3D routing.

Our energy-efficient localized 3D routing protocol is given in Algorithm 1. There are four parameters used by our method. Three adjustable parameters $0 < \Delta < \frac{\pi}{2}$ and $\eta_1 < 1 < \eta_2$ define the restricted region, while $r_0$ is the best energy mileage distance based on the energy model. For example, the following setting of these parameters can be used for energy model $\mathbf{e}(x) = x^2 + c : \Delta = \frac{\pi}{2}, r_0 = \sqrt{c}$, $\eta_1 = 1/2$ and $\eta_2 = 2$. Hereafter, we denote the routing algorithm, energy-efficient restricted greedy, as ERGrd if no greedy routing (Grd) is used when no node $v$ satisfies $\angle vut \leq \alpha$. If Grd is applied afterward, then the routing protocol is denoted ERGrd+Grd. Notice that if Grd fails to find a forwarding node, randomized scheme [2] could also be applied.

The path efficiency of 3D ERGrd is given by the following two theorems. The detail proofs of two these theorems

\[ \mathbb{P}[E_1] \geq \frac{\beta_0}{12} \frac{16\pi^3\beta_0^2}{\gamma^2(nR_1^2)^2} - \frac{2\pi^2\beta_0^2}{\gamma^2(nR_2^2)} \left( 1 - \frac{R_1}{R_2} \right) \left( \frac{n^{\frac{1}{3}}}{\eta_1} - n^{\frac{1}{2}} \right) \ln n 
\]

\[ \sim \frac{\beta_0}{12} \left( \frac{n^{\frac{1}{3}}}{\eta_1} - n^{\frac{1}{2}} \right) \ln n. \]

Since $l_n = \Omega(\frac{n^{\frac{1}{3}}}{\eta_1})$, we have

\[ \mathbb{P}[E_1] \sim \mathbb{P}[E_1] = \Omega \left( \left( \frac{n^{\frac{1}{3}}}{\eta_1} - n^{\frac{1}{2}} \right) \ln n \right), \]

and

\[ l_n \mathbb{P}[E_1] = \Omega \left( n^{\frac{1}{3}} \right) \rightarrow \infty. \]

This complete the proof of the second half of Theorem 7.

5. Energy-efficiency of 3D greedy routing

Since Flury and Wattenhofer [2] showed no deterministic localized routing protocol is energy-efficient in 3D networks, the simple 3D greedy routing may lead to energy-inefficient paths in the worst case. Therefore, we are interested in designing a localized routing method that is energy-efficient with high probability for random 3D networks. Here a routing method is energy-efficient with high probability if (1) with high probability, the routing method will find a path successfully; and (2) with high probability, the found path is energy-efficient.

5.1. Energy-efficient restricted 3D greedy routing (ERGrd)

Our energy-efficient localized 3D routing method is a variation of classical 3D greedy routing and an extension of a localized routing method [13] designed for 2D networks. In 3D greedy routing, current node $u$ selects its next hop neighbor based purely on its distance to the destination, i.e., it sends the packet to its neighbor who is closest to the destination. However, such choice might not be the most energy-efficient link locally, and the overall route might not be globally energy-efficient too. Therefore, our routing method use two concepts energy mileage and restricted region to refine the choices of forwarding nodes in 3D greedy routing.

Energy mileage. Given a energy model $\mathbf{e}(x)$, energy mileage is the ratio between the transmission distance and the energy-consumption of such transmission, i.e., $\frac{1}{r}$. Let $r_0$ be the value such that $\frac{1}{r_0} = \max \frac{1}{r}$. We call $r_0$ as the maximum energy mileage distance [1].
are exactly the same with the proofs of Theorems 1–3 in [13] for 2D network, thus are ignored here.

**Theorem 9.** When 3D ERGrd routing indeed finds a path $P_{ERGrd}(s,t)$ from the source $s$ to the target $t$, the total Euclidean length of the found path is at most

$$d_{kt}/C_0$$

thus, a constant factor of the optimum.

**Theorem 10.** When 3D ERGrd routing indeed finds a path $P_{ERGrd}(s,t)$ from the source $s$ to the target $t$, the total energy-consumption of the found path is within a constant factor $r$ of the optimum. When $r_0 < r$, $r$ depends on $\alpha$; otherwise, depends on $g_1, g_2$ and $\alpha$.

**Algorithm 1.** Energy-efficient restricted 3D greedy routing (3D ERGrd)

1: while node $u$ receives a packet with destination $t$ do
2:     if $t$ is a neighbor of $u$ then
3:         Node $u$ forwards the packet to $t$ directly.
4:     else if there are neighbors inside the restricted region and $r_0 < r$ then
5:         Node $u$ forwards the packet to the neighbor $v$ such that its energy mileage $k_{uv}/k_e(v)$ is maximum among all neighbors $w$ inside the restricted region, as shown in Fig. 4b.
6:     else if there are neighbors inside the 3D cone then
7:         Node $u$ finds the node $v$ inside the 3D cone (Fig. 4c) with the minimum $\|t - v\|$.
8:     else
9:         Greedy routing (Fig. 4d) is applied, or the packet is simply dropped.
10: end if
11: end while

5.2. Critical transmission radius of 3D ERGrd

Notice that 3D ERGrd routing may fail, as all other greedy-based methods do, when an intermediate node cannot find a better neighbor to forward the packet. We now study the critical transmission radius for ERGrd routing in random 3D wireless networks. Given a set of nodes $V$ distributed in a region $D$, the critical transmission radius $\rho(V)$ for successful routing by 3D ERGrd is

$$\max_{u,v} \min_{w \in u,v} \|w - u\|.$$  \hspace{1cm} (10)

By setting the $r = \rho(V)$, ERGrd can always find a forwarding node inside the 3D cone region, thus can guarantee its packet delivery. Now, we can prove a similar result for 3D ERGrd as we did for 3D greedy routing.

**Theorem 11.** Let $\beta_0 = \frac{2}{1 - \frac{1}{2} \cos \alpha}$ and $n = \frac{4}{3} \pi \rho^3/n = \beta \ln n$ for some $\beta > 0$. Then, for 3D ERGrd routing,

1. If $\beta > \beta_0$, then $\rho(P_n) \leq r_n$ is a.a.s.
2. If $\beta < \beta_0$, then $\rho(P_n) > r_n$ is a.a.s.

Here, $\beta_0 = \frac{4\rho^3/n}{2(1 - \frac{1}{2} \cos \alpha)} = \frac{4}{2(1 - \frac{1}{2} \cos \alpha)}$ is the ratio between the volume of a unit ball and the volume of a 3D cone (the forwarding region) inside the ball. Next, we present the detailed proofs for two parts of this theorem. Again, we ignore boundary effects.

5.2.1. Upper bound of Theorem 11

The proof of this part is very similar to the proof in Theorem 7, we also prove it by proving a lemma similar to Lemma 8 except for $\beta_0 = \frac{2}{1 - \frac{1}{2} \cos \alpha}$ now.

Given a node $u$, the region that node $u$ can choose its neighbor to forward data is a 3D cone with angle $2\alpha$, as shown in Fig. 4c. Now $L$ denotes this 3D cone instead of the biconvex. Let $d$ be its diameter (i.e., the largest distance between any two points inside it). Clearly $d = r_n$ when
Illustrations of the proof of lower bound: (a) a cubic cell and the region where we select a node $u$; (b) the event that node $u$ cannot find a forwarding node $w$ to reach a node $v$.

Fig. 5. Illustrations of the proof of lower bound. (a) a cubic cell and the region where we select a node $u$; (b) the event that node $u$ cannot find a forwarding node $w$ to reach a node $v$. 

$\alpha \leq \frac{\pi}{6}$, and $d = 2 \sin \alpha \pi n$ when $\frac{\pi}{6} \leq \alpha < \frac{\pi}{3}$. Thus, $d < \sqrt{3}r_n$. Again the same tessellation technique can be used. The only difference is that $|U| = \frac{1}{2} \pi r_n^3 + \frac{1}{6} \pi r_n^3 - \frac{1}{12} \pi r_n^3$ instead of $\frac{\pi}{3} \pi r_n^3 - \frac{1}{12} \pi r_n^3$. However, this will not affect the proof of $|P| > \frac{\pi}{2} (\frac{\pi}{4} r_n^3)^{\frac{1}{3}}$. The remaining parts are the same with the proof of Lemma 8.

5.2.2. Lower bound of Theorem 11

We now show that, if $r_n = \sqrt[3]{\frac{\ln n}{4\pi}}$ for any $\beta < \beta_0$, a.a.s., there are two nodes $u$ and $v$ such that we cannot find a node $w$ for forwarding by node $u$, i.e., there does not exist node $w$ inside the 3D cone. Again we partition the space using equal-size cubes (called cells) with side-length $\eta n$ for a constant $0 < \eta$ to be specified later. Thus the number of cubes, denoted by $I_n$ here, that are fully contained inside the compact and convex region $D$ with unit-volume, is $\Theta\left(\frac{1}{\eta n^3}\right) = \Theta\left(\frac{1}{\ln n}\right)$. Let $E_{u,v}$ denote the event that no forwarding node $w$ (in the 3D cone) exists for node $u$ to reach node $v$. Then to prove our claim, it is equivalent to prove that the probability of at least one of the event $E_{u,v}$ happens a.a.s., i.e., $1 - \Pr$ (none of event $E_{u,v}$ happens). Since the events $E_{u,v}$ are not independent for all pairs $u$ and $v$, we will only consider a special subset of events that are independent. Consider any cell produced by the 3D grid partition that are contained inside $D$. For each cell, we draw a shaded cube with side-length $(\eta - 2(1 + \delta)\pi r_n)$ and it is of distance $(1 + \delta)r_n$ to the boundary of the cell, as shown in Fig. 5a. We only consider the case when node $u$ is located in this shaded cube. We also restrict the node $v$ to satisfy that $r_n < \|u - v\| \leq (1 + \delta)r_n$, i.e., in the torus region in Fig. 5b. Clearly, node $v$ will also be inside this cell, and the shaded 3D cone where the possible forwarding node could locate is also inside this cell. Thus, events $E_{u_1, v_1}$ and $E_{u_2, v_2}$ are independent if $u_1$ and $u_2$ are selected as above from different cells.

For each cell $i$, we compute the probability that event $E_{u_i, v_i}$ happens, where $u_i$ is selected from the shaded cube of cell $i$ and $v_i$ is selected such that $r_n < \|u_i - v_i\| \leq (1 + \delta)r_n$. Recall that for any region $A$, the probability that it is empty of any nodes is $e^{-\pi n A}$. Clearly, the probability that node $u_i$ exists is $1 - e^{-(\eta - 2 - 2\delta)\pi r_n^3}$ since the shared cube has volume $(\eta - 2 - 2\delta)^3 r_n^3$; the probability that node $v_i$ exists is $1 - e^{-\frac{\pi n}{2}((1 + \delta)^{-1} - 1)^2 r_n^3}$. Given node $u_i$ and $v_i$, the probability that event $E_{u_i, v_i}$ happens is $e^{-\frac{\pi n}{2}((1 - \cos 2\delta)^2)} = e^{-\beta_i}\frac{\ln n}{n} = n^{-\beta_i}/n$. Consequently, event $E_{u,v}$ happens for some node pairs $u_i$ and $v_i$ is $\Pr(E_{u_i, v_i}) \geq 1 - e^{-(\eta - 2 - 2\delta)\pi r_n^3} = 1 - e^{-(\eta - 2 - 2\delta)\pi r_n^3}/(1 - e^{-(\eta - 2 - 2\delta)\pi r_n^3})$. Notice that $I_n \Pr(E_{u_i, v_i}) \geq \Theta\left(\frac{\pi n}{6}\right)\left(1 - n^{-\beta_i(\eta - 2 - 2\delta)/4\pi}\right)\left(1 - n^{-\beta_i(\eta - 2 - 2\delta)/4\pi}\right) \geq \frac{\ln n}{n}$, which goes to $\infty$ as $n \to \infty$ when $\beta < \beta_0$, $\eta - 2 - 2\delta > 0$, and $\delta > 0$. This can be easily satisfied, e.g., $\delta = 1, \eta = 5$. Thus, $\lim_{n \to \infty} 1 - e^{-\beta_i}\Pr(E_{u_i, v_i}) = 1$. This completes the proof.

6. Simulation

6.1. Critical transmission radius for random networks

We have analyzed the theoretical bounds of the critical transmission radius for 3D greedy routing and 3D ERG that. To confirm our theoretical analysis, we conduct several simulations to see what is the practical value of transmission radius $r_n$ such that greedy can guarantee the delivery with high probability in random networks. We randomly generate 1000 networks with $n$ nodes in a $100 \times 100 \times 100$ cubic region, where $n$ is from 50 to 500. For each network $V$, we compute the critical transmission radius $\rho(V)$ of 3D greedy and 3D ERG by their definitions (Eqs. (1) and (10)). For 3D ERG routing, we let $\alpha = \pi/6$ or $\alpha = \pi/4$. Fig. 6 gives the histograms of the distribution of $\rho(V)$ of these 3D greedy routing methods for 1000 random networks. Fig. 7 show the probability distribution function of $\rho(V)$ for these methods. It is clear that the CTRs of all methods satisfy a transition phenomena, i.e., there is a radius $\rho_n$ such that 3D Grd/ERG can successfully deliver all packets when $\rho_n > \rho_0$ and cannot deliver some packets when $\rho_n < \rho_0$. Notice that the transition becomes faster.
when the number of nodes increases. This confirms our theoretical analysis on the existence of CTR. In addition, from these figures, we can find that larger node density always leads to smaller value of CTR. The practical value of $q(V)$ is larger than the theoretical bound in our analysis, since the theoretical bound is standing for $n \to 1$. However, the practical value will approach the theoretical bound with the increasing of $n$. For example, when $n = 500$, the theoretical bound of 3D greedy is $\sqrt{3 \ln n} \times 100 = 0.212 \times 100 = 21.2$ for a $100 \times 100 \times 100$ cubic region. From Fig. 7a, the CTR of 3D greedy is around 25, which already becomes very near the theoretical bound. Compared the two cases of ERGrd method with $\alpha = \pi/6$ and $\pi/4$, larger CTR is required if smaller restricted region (i.e. smaller $\alpha$) is applied.

### 6.2. Network performance of 3D greedy routing

We also study network performance of 3D greedy routing and proposed ERGrd routing in random 3D networks via extensive simulation. We implement the classic 3D greedy routing (Grd) and variations of our proposed restricted greedy routing (specifically, ERGrd with $\alpha = \pi/6$, ERGrd with $\alpha = \pi/4$, ERGrd+Grd with $\alpha = \pi/6$, and ERGrd+Grd with $\alpha = \pi/4$) in our simulator. We assume that the energy-consumption of a link $uv$ is $e(uv) = |uv|^2 + c$, where $c = r^2/4$. The values of $\eta_1$ and $\eta_2$ are $1/2$ and $2$. By setting various transmission radii, we generate random networks with 100 wireless nodes again in a $100 \times 100 \times 100$ cubic region. Fig. 8 shows a set of random networks generated on the same set of nodes.
connected random networks for each setting, then for each network we randomly select 100 source–destination pairs and test five greedy-based 3D routing. All results presented hereafter are average values over all routes and networks. In all figures, ERGrd+G denotes ERGrd+Grd, which is the restricted greedy routing with classical greedy routing as the back up.

Fig. 9 illustrates the average delivery ratios of the five routing methods. Clearly, the delivery ratio increases when \( r_n \) increases. After \( r_n \) is larger than a certain value, it always guarantees the delivery. This also confirms our theoretical analysis of CTRs. In addition, we can conclude that the CTR for 3D greedy routing (approaching 100% delivery ratio when \( r_n \) is around 35 in Fig. 9) is just a little bit larger than the CTR for connectivity (network becomes connected when \( r_n \) is around 30 in Fig. 8). Notice that ERGrd methods without greedy backup have lower delivery ratio under the same circumstance, since they have smaller region to select the next hop node. With greedy backup, the delivery
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Fig. 8. Network topologies with 100 nodes when \( r_n \) is from 10 to 80.

Fig. 9. Average delivery ratios of 3D greedy and 3D ERGrd in random networks.

Fig. 10. Path efficiency (length stretch factor and energy stretch factor) of 3D greedy and 3D ERGrd routing methods in random networks.
ratios of ERGrd+Grd methods are almost the same with those of Grd (simple 3D greedy).

Fig. 10a and b illustrate the average length stretch factors and energy stretch factors of all routing methods, respectively. Here, the length/energy stretch factor of a path from node s to node t is the ratio between the total length/energy of this path and the total length/energy of the optimal path connecting s and t. Smaller stretch factor of a routing method shows better path efficiency. For the length stretch factor, the ERGrd with $\alpha = \pi/6$ has the best length efficiency. It is surprising that with $\alpha = \pi/4$ the length of ERGrd path could be longer than simple greedy. However, when considering the energy-efficiency, all ERGrd methods can achieve better path efficiency than simple greedy method. Notice that smaller restricted region leads to better path efficiency, however it also has lower delivery ratio. Therefore, it is a trade-off between path efficiency and packet delivery. It is also clear that when the network is dense (with large transmission radius), ERGrd and ERGrd+Grd are almost the same, since ERGrd can always find nodes inside the 3D cone. Notice that all the stretch factors in our simulations are near to 1.0, this is due to the uniform distribution of nodes. In practice, the stretch factors of simple greedy routing could be very large in the worst case.

Besides deploying random networks in a cubic region, we also performed simulations for networks deployed in a spherical region. The conclusions from these simulations are consistent with the simulations for random network deployed in cubic region.

7. Conclusion

In this paper, we study the design of 3D greedy routing for large-scale sensor networks. We first provide a theoretical analysis on the critical transmission radius for 3D greedy routing which leads to a delivery-guaranteed 3D localized routing. We theoretically prove that for a random 3D network, formed by nodes that are generated by a Poisson point process of density $\rho$ over a convex compact region of unit volume, the critical transmission radius for 3D greedy routing is a.a.s. $\sqrt{\frac{\ln n}{\beta_0 \cdot n^2}}$, where $\beta_0 = 3.2$. This theoretical result answers a fundamental question about how large the transmission radius should be set in a 3D network, such that the greedy routing guarantees the delivery of packets between any two nodes. We then refine the 3D greedy routing to a new localized routing protocol 3D ERGrd, which achieves the energy-efficiency by limiting its choice inside a restricted region and picking the node with best energy mileage. We also derive its critical transmission radius in random networks. Finally, we conduct extensive simulations to confirm our theoretical results. We believe that the proposed energy-efficient localized routing protocol is crucial for achieving sustainable and scalable in large-scale sensor networks.
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