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Abstract—In this paper we demonstrate an attack scenario in
which Bluetooth enabled computers are remotely controlled by an
attacker without any security software detecting the connection.
We describe in detail the methods to deliver malware, evade
detection, elevate permissions, and transport critical information
out of the network via Bluetooth connections. A prototype system
using state-of-the-art operating systems and security software
is built to show the practicability of the attack. We also study
different mitigation strategies along with their downside. Security
improvements for similar scenarios are also discussed.

I. I NTRODUCTION

With the fast development of pervasive computing ap-
plications, Bluetooth devices have quickly gained popular-
ity because of several highly desirable properties. Their
uniform interfaces remove any concerns of users about
the compatibility issues. With the low power consumption
(from 1mw to 100mw) and decent transmission speed
(up to 3 Mbits/sec for version 2.0) of the technique,
Bluetooth promises to interconnect almost any mobile de-
vices without hurting their battery lives. The technique has
been embedded into many Personal Area Network (PAN)
devices such as cellular phones, PDAs, and GPS. Presently,
personal computer manufacturers are starting to include
built-in bluetooth adapters into their portable computers.
Dell’s Latitude E6400 XFR, a portable computer designed
specifically for military applications, has a “Dell Wireless
370 Bluetooth Module” as an optional add-on. The wide
adoption of Bluetooth technologies has also attracted a
lot of research efforts on its security. Many of these
efforts focus on the authentication and data transmission
procedures such as the pairing [1]–[3] and traffic relay [4]
functions.

However, the vulnerabilities of Bluetooth interfaces on
corporate or military computers and their impacts on
system security have not been extensively studied and
several factors contribute to this deficiency. First, Bluetooth
interfaces have a short transmission range, which means an
attacker would have to be physically close to a computer to
connect to it. This reduces the probability of an external at-
tack. Second, Bluetooth uses frequency hopping to improve
data transmission robustness and it is not easy to monitor

the communication channels. While there are tools such as
NetStumbler [5] to listen for wireless access points, tools
to listen for Bluetooth communications in a large range are
scarce. Third, Bluetooth is embedded in so many electronic
devices that the military would be hard pressed to try to
audit all the traffic. Because of these reasons, many believe
that Bluetooth is only a threat to personal data and does not
pose serious threats to corporate or military information.

To demonstrate the impacts of Bluetooth vulnerabili-
ties on the safety of a military network, in this paper
we will illustrate an attack to establish a dark piconet
upon Bluetooth interfaces of well protected computers and
steal critical information from them. Before presenting
the details of the attack and mitigation techniques, we
first describe a scenario of the attack. During a Joint
Warfighting operation, a group of fully rugged, Bluetooth
enabled computers, such as GETAC V100, are setup to
form the infantry battalion Command and Control (C2)
system. An enemy solider can use a long range BlueSniper
rifle to aim at the computers from a mile away. She/He
will then be able to deliver malware to the computers,
construct a dark piconet upon the Bluetooth interfaces, and
steal the attack plan from them. The impacts will be much
more severe than simply eavesdropping on the Bluetooth
channels of the computers. The example in the paper will
show that a malicious party can even take over the control
of the computer through the dark piconet.

As a complete procedure of the attack, we will first show
mechanisms to infect individual computers and penetrate
local firewalls. To avoid detection by anti-virus systems,
we propose to change the binary files of the malware to
generate altered signatures. Mechanisms are designed to al-
low multiple infected computers with Bluetooth interfaces
to form a piconet. A long range Bluetooth connection is
used to link the attacker and the piconet to conduct subse-
quent attacks. During the whole procedure, we will avoid
operations on the closely monitored network interfaces
such as Ethernet or IEEE 802.11 adapters. The attack will
conduct a series of configuration changes on the Bluetooth
interfaces that are all normal operations.

As a concrete example, we implement a prototype of the
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attacking system. The target computers are equipped with
state-of-the-art operating systems and anti-virus software.
We embed the malicious code into the device driver of an
off-the-shelf USB-Bluetooth device so that the computers
can be infected through supply chain attacks. A long range
powerless Bluetooth transceiver is built to provide out-of-
band connection between the infected computers and the
attacker. We manipulate the executable file of a known
malicious code so that the altered signature can avoid
detection by anti-virus systems. With all these hardware
and software tools, we demonstrate the establishment of
the dark network and two subsequent attacks: data stealing
and domain administrator compromise.

Considering the significant impacts of the investigated
attack on computer system security, we study both hard-
ware and software based countermeasures. The software
based approaches focus on restricting the privileges of third
party codes and monitoring non-traditional communication
channels. The hardware based approach will allow manu-
factures to install an antenna switch to every Bluetooth
device so that users can easily control its functionality.
Analysis shows that many of these mechanisms will impact
the usability of some applications and further research is
needed. We also discuss mechanisms to generalize the
proposed approach to security improvement strategies.

The remainder of the paper is organized as follows. In
Section II, we review related work on Bluetooth technique
and its safety. In Section III, we describe mechanisms
to infect individual computers with malware and avoid
detection by anti-virus systems. These computers can then
form a localized network and transmit critical information
to attackers. In Section IV, a concrete example of the
attack on off-the-shelf systems is described. We investigate
mechanisms to defend against such attacks in Section V.
Finally, in Section VI we conclude the paper and discuss
future extensions.

II. RELATED WORK

Bluetooth Technique and Piconet
Bluetooth communication occurs in the unlicensed fre-

quency of 2.4GHz. The transceiver utilizes frequency hop-
ping to reduce interference and fading. The communication
channel can support both data (asynchronous) and voice
(synchronous) traffic. Bluetooth technology has enabled
the establishment of a piconet [6]. A piconet is a short
range (about 10 meters) star topology network of Bluetooth
devices. It operates in a master-slave relationship, with a
single computer as the master and up to seven devices
as slaves. In addition to these seven slaves, a computer
can have up to 255 “parked” slaves. Parked slaves are
devices that do not actively communicate on the network
but can be called upon by the master. To create a piconet,

two devices need to authenticate each other with a PIN
code. Once the authentication succeeds, one device may
request to connect to the other via a virtual network adapter.
Although a single hop Bluetooth network can cover only a
limited area, investigators have developed various protocols
to form multi-hop scatternets of these devices [7], [8].

Bluetooth Security
Considering the weak processing capabilities of many

Bluetooth devices, the safety of the technique has attracted
a lot of research efforts from the very beginning. The guide
to Bluetooth security published by NIST [9] finds that
the technique is susceptible to DoS attacks, eavesdropping,
man-in-the-middle attacks [1], message modification, and
resource misappropriation. For example, Jakobsson and
Wetzel [10] discovered flaws in the pairing protocol and
encryption scheme. The Bluebug attack [11] on cellular
phones shows that stealing information and abusing con-
nections are possible. Passive and active attacks on PIN
based pairing have been investigated in [3], [12]. In [13],
the authors investigate the security of the newly proposed
Simple Pairing protocol that involves Diffie-Hellman-based
key establishment and relies on a human visual channel for
authentication. Self-installing and self-propagating worms
[14], [15] such as Lasco.A on Bluetooth devices have also
been designed.

The technique of Bluesniping [16] enables attackers to
identify and communicate with Bluetooth devices from
a long distance. In an experiment conducted in 2004,
investigators successfully extended the range of Class 2
Bluetooth radios to more than 1 mile. The attack studied
in this paper is beyond traffic sniffing. It will use the
Bluetooth channel to compromise and take over the control
of the computers.

III. B UILDING A DARK PICONET UPONBLUETOOTH

INTERFACES

In this section, we describe an attack to infect the Blue-
tooth interfaces of computers. These devices will then form
a self-organized network and transfer critical information
to attackers through a long range Bluetooth connection.
While we usenetcat.exe as our example in this paper,
the proposed attack can be easily applied to other software
packages.

A. Infecting a Single Computer

In this part, we discuss how publicly available executa-
bles can be used to install malicious binaries as system
services, thus making them run with the privileges of
SYSTEM. We further supplement this subsection with de-
tails on how to make these malicious binaries undetectable
by anti-virus software.
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The easiest way to gain complete control of a Microsoft
Windows computer based on Windows NT is to create a
backdoor that runs as a system service. Microsoft pro-
vides two executable files, namelyinstsrv.exe and
srvany.exe, that when run together, can be used to
install any third-party executable file as a system service.
The syntax for these commands is as follows:
INSTSRV.EXE <service name> SRVANY.EXE

reg add ‘‘HKLM\SYSTEM\CurrentControlSet

\Services\<service name>\Parameters’’

reg add ‘‘HKLM\SYSTEM\CurrentControlSet

\Services\<service name>\Parameters’’ /v

Application /d <malicious binary file>

These commands need either local administrator or
domain administrator privileges to execute. While different
methods such as Trojan can be used to inject the malicious
system service, in this paper we plan to conduct a supply
chain attack to trick users. We propose to embed the
malicious code into a device driver. Therefore, when the
device driver is installed, the new system service will be
added. At the same time, we will also embed scripts into
the driver so that if the infected computer is equipped with
a Bluetooth interface, its PIN number will be configured to
a pre-determined code. In our example attack, we extract a
windows version ofnetcat [17] to run as the new system
service so that a long range Bluetooth connection can be
established to steal critical information.

Using a device driver also means that a particular
population of users can be targeted, such as USB VOIP
adapter drivers for telemarketing or serial data bus drivers
for on-board data handling (OBDH) subsystems in military
equipments. The most vulnerable of these would be cor-
porate or government users because computer equipment
is purchased in large quantities of a homogeneous type.
Worse yet, military users are at greatest risk because
they would be the target of terrorist funded computer
hardware manufacturing. Should this malware be built into
the drivers of any device targeted for military use, it would
be able to gain control of the local computer and activate
any disabled bluetooth interfaces.

When we try to addnetcat as the system service,
there are two difficulties that we need to overcome. First,
we need to bypass the firewall configuration of the infected
computer so that data transmission through the Bluetooth
adapter will not be blocked or trigger an alert, while still
allowing the firewall to block the malware on other network
adapters. Second, since previous research has shown that
netcat can be used to conduct malicious activities, we
must alter the executable file so that it can avoid detection
by anti-virus software. Below we describe schemes to solve
these problems.

Sincenetcat can work as both initiator and responder
of a connection, we need to adopt different methods to fool
the local firewall system. If we have configurednetcat to
actively dial out to a preset IP address when it is installed,
we do not need to make any changes to the firewall rules.
The disadvantage of this method, however, is that we
lose some configuration flexibility. At the same time, the
persistent attempt of the Bluetooth adapter to establish a
connection may attract the attention of the IDS system.

On the contrary, if we configurenetcat to passively
wait for a connection, we have more control over the
time, duration, and type of the communication. We have
to embed script into the malcode so that the firewall rules
will be updated to allow the penetration. For example, the
command for Windows Vista to achieve this goal is as
follows:
netsh firewall set allowedprogram program=

<malicious binary> name=‘‘Windows Update’’

scope=custom addresses=<atker’s BL adapter>

Here we name the firewall rule as “Windows Update”
since most people will not touch this configuration in
fear they break Windows’ ability to update. Similarly,
in Windows XP, this same firewall rule can be created
by editing the registry keys under ‘GloballyOpenPorts’
and ‘AuthorizedApplications’. Under this configuration, the
open port is linked to the Bluetooth adapter. If the system
administrator monitors only the Ethernet and WiFi connec-
tions, she/he will not identify any suspicious activities or
unauthorized open ports.

The last problem that we need to solve during the
infection of a single computer is the detection of our
activities by security software. To thwart intrusion detec-
tion systems (IDS), we could make the malware search
for known IDS binaries, terminate their execution, and
even replace the IDS binaries with altered ones. Anti-
virus software, however, is much more difficult to terminate
without the user or the operating system detecting the ab-
normality. Fortunately, many anti-virus systems can detect
only known malware based on their signatures. Therefore,
several methods can be adopted to avoid detection.

Previous research has shown that altering the definition
database of the anti-virus product can effectively restrict
its detection capabilities. This method, however, may raise
alarms from the anti-virus program. Another option we
could take would be to use polymorphic techniques [18],
[19] for computer worms, many of which can be reversed
or detected by intelligent scanners [20], [21]. Since in this
attack we are not seeking self-propagation of the malcode
to a large number of computers, we propose to directly
edit the executable file of the malicious code to change its
signature while preserving the functionality. This approach
is very straightforward and practical since many malicious
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codes have reserved some blocks for such purposes.
To accomplish this task, we first install sample anti-virus

programs on a test computer. We then slowly remove the
unimportant bits from the malware, one hex digit at a time,
until the anti-virus software can no longer detect it. We
now know where a sensitive hex digit is for this signature
and need to alter only this digit. We will also test the
functionality of the malicious code to make sure that it still
satisfies our requirements. If the expected functionality is
not preserved, we can restart the procedure from another
block.

(a)

(b)

Fig. 1. Change binary file ofnetcat to avoid detection by AVG. (a)
Binary file manipulator. (b) Detection result of AVG.

Using netcat as an example, we successfully update
its binary file to avoid detection by three popular anti-virus
packages while preserving its basic functionality. In Figure
1, a binary form ofnetcat is modified. The changed
value is highlighted in red on the Hex Workshop screen.
By changing one byte from ‘E0’ to ‘E1’, we manipulate
the signature ofnetcat and it can no longer be detected
by AVG Anti-Virus.

B. Building a Piconet of Infected Computers

To reduce the chance that the connection between the
infected computer and the attacker is detected, we propose
to use a long range Bluetooth connection to link them.

This method avoids those closely monitored channels such
as Ethernet and WiFi adapters. However, it poses some
difficulty to information transmission since the infected
computer may not have a line-of-sight to the Bluesniping
device of the attacker. To solve this problem, the malware
will prepare the infected computers to form a piconet.
Below we first discuss the configuration of the Bluetooth
interfaces. Mechanisms to determine the master-slave re-
lationship and build secure data transmission will then be
introduced.

The latest versions of the Microsoft Windows operating
system do not easily allow the SYSTEM service to pair
the computer with Bluetooth devices since pairing requires
user intervention. We go around this problem by scripting
keyboard inputs into an executable file that communicates
with the malware running as the SYSTEM service. Using
this scheme, we are able to interact with the user’s desktop
and add a flag to the Bluetooth device’s broadcast ID.
We can pair the computer with other infected computers
which possess the same flag. In the situation where a
computer has two Bluetooth interfaces, the malware could
be configured to add a second flag to represent a piconet ID
code. These computers could then act as piconet “routers”
to create a dark scatternet.

Fig. 2. The attack scenario.

The purpose of the dark piconet is to allow the attacker
to steal critical information on multiple infected computers
from a safe distance even when she/he has line-of-sight
to only one of them. Bearing this in mind, we make the
computer that has the strongest outside signal the master
device. Since the infected computers do not have this
information beforehand, the malware can further be created
to search for a “master” flag, along with the “infection”
flag, in the device name. When both flags are set, the
malware “knows” that this computer can directly connect
to the attacker and all other infected computers within the
transmission range will try to pair with it. This “master”
flag will be inserted by the attacker manually once we are
able to connect to one infected computer.

Figure 2 illustrates the described scenario. Once we have
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connected to the master and accepted the pairing requests
from all other infected machines, we will park all of them.
We will then connect to these slaves alternatively and send
instructions to their SYSTEM command prompt.

IV. EXPERIMENTAL RESULTS

To demonstrate the practicability of the attack, we have
built a prototype system and conducted field tests. Below
we first describe the system setup. Two examples of
subsequent attacks on the infected computer systems are
then described.

A. Experiment Setup

In our experiment environment, we install Microsoft
Windows Vista Ultimate on two HP/Compaq 6715b lap-
tops. One laptop is then attached to a Windows 2008
domain. Snort 2.8.3.2 and Symantec Antivirus (program
version 10.2.0.276, scan engine 81.3.0.13) are installed on
the computer to protect the domain member from our mal-
ware. We alter a binary version ofnetcat via the method
described in Section III.A so that it cannot be detected by
Symantec, AVG, and Kaspersky. We manipulate the device
driver of a rocketfish RF-BCDM4 Bluetooth micro adapter
so that the malware can be installed on the target machine
through the setup procedure.

Fig. 3. Prototype system of the Bluesniping gun.

As illustrated in Figure 3, we use a parabolic dish to
build a Bluesniping gun. This Bluetooth enabled device
is built upon a Dish Network antenna and a Kensington
Model K33348B Bluetooth adapter. It uses only the power
provided by a USB interface of the attacker’s computer.

We conduct the field test in a university campus. The
victim laptop is placed close to a window on the third
floor of a normal college building, while the attacker’s
computer and Bluesniping gun are located on the top level
of a parking garage. The attacking computer and parabolic
dish are located about 60 meters away from the building
and they have line-of-sight to the window of the victim
machine.

B. Examined Attacks

Stealing Information from Computers
The attacker can connect to the victim computer via its

own copy ofnetcat. She/He can then list the currently
running processes and terminate the Snort process. Syman-
tec Antivirus poses no threat at this point because of the
manipulation of the binary file. The attacker then maps
a network drive back to her/his computer and proceeds
to copy documents, pictures, and any files she/he wants
from the victim. Should the attacker have thought a mapped
drive would have been noticeable, she/he could simply have
chosen to display the contents of sensitive text files on
her/his display vianetcat.

Compromising Domain Administrator Account
In a Microsoft Windows domain, individual domain

member computers usually do not hold very valuable in-
formation. Most information is stored on either the domain
controller or a domain file server. In order to pull the
files she/he wants from these secured servers, the attacker
needs to acquire the domain administrator’s network cre-
dentials. Using the method described in Section III.A,
she/he can modifywhosthere.exe from the Pass-the-
Hash toolkit [22] so that anti-virus software cannot detect
it. By repeatedly forcing the currently logged in users to
logout, the attacker will attract the domain administratorto
login. She/He will then get the administrator’s password
hash withwhosthere.exe. With this information, the
attacker can upload a modified version ofmsvctl.exe
and msvctl.dll [23] and create a session with the
domain administrator’s permissions. The attacker will be
able to map a network drive from the domain controller to
the victim’s machine and proceed to copy any files she/he
wants from the domain controller or any other domain
members. Our experiment shows that the administrator’s
password hash will be valid for more than 24 hours. This
leaves a period of time that is long enough for most
subsequent attacks.

V. M ITIGATION TECHNIQUES

In this section we investigate techniques to defend
against the attack described above. We will introduce soft-
ware based and hardware based approaches respectively.

A. Software Based Mitigation Strategies

The software based mitigation strategies can be divided
into two classes: disabling and monitoring. For the first
class, a practical scheme is to prevent local administrator
permissions from being given to non-network administra-
tive users. In this way, the system service cannot be easily
added into the computer. Another mitigation strategy is to
prevent the malware from convincing the operating system
that the user has confirmed the connections. This solution
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can be achieved by disabling a program’s ability to emulate
keyboard and mouse movements. This approach, however,
may degrade the usability of some applications. For ex-
ample, the “On-Screen Keyboard” in Windows allows a
user to emulate keyboard control by clicking on buttons
on the screen. This program is especially useful when the
computer’s keyboard fails or when the user has limited
control over her/his hands.

The system administrator can monitor different aspects
of the computer to defend against the described attack. For
example, if software can intelligently alert administrators to
changes that they do not intentionally make to the system,
the behaviors of many malicious codes can be detected. We
can also make intrusion detection systems Bluetooth aware
so that they can monitor connections and traffic on these
channels. This scheme is effective as long as the attacker
cannot easily disable this monitoring task even when she/he
gains the SYSTEM privileges.

A network administrator could monitor changes to the
list of computer services to prevent access to the SYSTEM
user. This scheme, however, has its own problems. Soft-
ware manufactures enjoy the ability to access the SYSTEM
user. Should the Trojan be attached to a hardware driver,
an administrator could be easily fooled into allowing a
malicious system service to be installed. With the fast
increase in the diversity of computer peripherals, most
network administrators will not be able to keep up with
all the system services installed.

B. Hardware Based Mitigation Techniques

The software based solution could not provide guar-
anteed security at this time since the SYSTEM user of
Microsoft Windows computers has unlimited control of the
computers and administrator user accounts. In the worst
case, the SYSTEM user is capable of preventing any human
controlled user accounts from logging into the computer.
Therefore, hardware or hybrid based methods are expected.

A software/hardware hybrid method to prevent attackers
from gaining remote access to Bluetooth devices would be
to include a software antenna kill switch. This software
controlled switch on Bluetooth adapters can be turned off
via a software signal, but must be turned on by physically
pushing a small button on the device. If the software signal
could be sent by a network device, then all Bluetooth
devices on the network could be deactivated on a certain
interval. Users who use Bluetooth can be educated on
the advantage of this requirement and learn to push the
“reset” button before attempting to use a Bluetooth device.
A similar software approach called BT-Guard that can
change the Bluetooth status automatically according to
users’ settings has been designed for cellular phones. A
disadvantage of this approach still lies in the ability of

malware to disable the proper reception of a software
kill signal directed to a computer’s Bluetooth adapter. At
the same time, if attackers can impersonate the system
administrator to issue a fake ‘kill’ signal, DoS attacks on
Bluetooth devices can be conducted.

C. Generalization of the Lesson

While the attack investigated in this paper is a specific
example, the lesson that we learn can be generalized.
Since most security mechanisms are built upon some
assumptions, identifying and evaluating those assumptions
in security-sensitive scenarios will allow us to have a better
understanding of the system safety. For example, people
always assume that the hardware components of computers
will deliver the promised functionality. This assumption,
however, will be voided under supply chain attacks. For
example, in 2008 the FBI seized an estimated $3.5 million
worth of fake cisco network devices that were sold to the
US Navy, Marine Corps, and Air Force. If the manufactures
had embedded some backdoors into the hardware, they
could have disabled the network connections of these
equipments by sending a single packet.

In addition to monitoring and disabling, we can also
thwart the threats by hiding the real hardware/software
configurations of the systems. This goal can be achieved
through diversifying the platforms [24], [25] or virtualiza-
tion of the resources [26], [27]. Mechanisms to integrate
these techniques to form a comprehensive security system
will be studied in future work.

VI. SUMMARY AND FUTURE WORK

In this paper we demonstrate a possible attack scenario
in which Bluetooth enabled computers are remotely con-
trolled by an attacker without any security software de-
tecting the connection. We describe, in detail, the methods
of delivering malware, evading detection, elevating permis-
sions, and transporting information out of the network via
Bluetooth connections. A prototype system on state-of-the-
art operating systems and security software is built to show
the practicability of the proposed attack. We also study
different mitigation strategies along with their downside.

Immediate extensions to our investigation consist of the
following aspects. First, we will study more deeply into the
mitigation strategies, along with the testing of prototyped
software and hardware solutions for preventing this dark
piconet from becoming a danger to military networks.
Second, this investigation shows that some components in
computer systems that are assumed to be hard to attack may
become unconventional targets of malicious activities. We
will study the security of these components so that we can
provide a more comprehensive protection to the computer
systems.
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