Final – Sample Problems

Problem 1. 
Assume that {Table 1, Table 2} represents distributed knowledge system. 
[1] Find objects in Table 2 satisfying the query q = (a,2)*(c,2)*(g,2).  For a definition of a non-local attribute contact Table1. Assign the confidence to all objects retrieved. What is the precision and recall of your QAS on query q assuming that g(y1)=1, g(y2)=2, g(y3)=1, g(y4)=2, g(y5)=2, g(y6)=1 , g(y7)=2 .
[2] Extract the set of rules R from Table 1 describing values of attribute g in terms of attributes a, e.
Use R in the algorithm Chase to construct new column g in Table 2.

  a               g
        e        
	x1
	   1
	    2
	    1

	x2
	   3
	    2
	    2

	x3
	   1
	    1
	    1

	x4
	   2
	    1
	    2  

	x5
	   3
	    2
	    2

	x6
	   3
	    1
	    2

	x7
	   2
	    1 
	    2


Table 1.

  a               e
        c
            b        


	y1
	   1
	   1
	    2
	    1

	y2
	   2
	   1
	    2
	    1

	y3
	   1
	   2
	    2
	    1

	y4
	   1
	   2
	    1
	    1

	y5
	   2
	   1
	    2
	    0

	y6
	   2
	   1
	    1
	    0

	y7
	   2
	   2
	    1
	    0


Table 2.

Problem 2. 

Let S= (X, {a,b,c,d}) be an information system, where {a,c} are stable attributes and {b,d} flexible. Also, we assume that d is the decision attribute. Use ARED algorithm to extract action rules from S assuming that their minimum support is 1 and minimum confidence is 1/3. 

	
	a
	b
	c
	d

	x1
	a1
	b2
	c1
	d1

	x2
	a2
	b2
	c1
	d2

	x3
	a1
	b1
	c2
	d2

	x4
	a2
	b2
	c2
	d2

	x5
	a1
	b1
	c3
	d1

	x6
	a3
	b2
	c2
	d2


System S

Problem 3.

Show the result of a query q = b2*c1*e2 submitted to QAS associated with Table 1. Definition of  e2 should be extracted from Table 2 and used by QAS for Table 1 to answer this query. Take fuzzy interpretation of  +  and  *  (* is interpreted as MIN, + as MAX).. 

	X
	B
	C
	D

	x1
	b2
	c1
	d1

	x2
	b2
	
	d2

	x3
	
	c3
	

	x4
	b2
	c2
	d1

	x5
	b1,b2
	c1,c2
	d2

	x6
	b2
	c3
	d2

	x7
	b1, b3
	c1, c2
	

	x8
	b2
	c1
	d1


Table 1
	X
	B
	C
	E

	x1
	b1
	c1
	e1

	x2
	b1
	c2
	e1

	x3
	b2
	c2
	e2

	x4
	b2
	c2
	e2

	x5
	b1
	c2
	e1

	x6
	b2
	c3
	e1

	x7
	b1
	c1
	e2

	x8
	b1
	c1
	e1


Table 2
Problem 4.
For the basic probability assignments m:2X ( [0,1] and n:2X ( [0,1] find their orthogonal sum m(n, belief function Bel(m(n), and plausibility function Pl(m(n).

We assume that  X={a,b,c,d}, m({a,b})=m({a,c})=1/4, m({a})=1/2, n({a,c})=n({b,c})=n({d})=1/3.

Problem 5.

Assume that fuzzy relations R, S (R ( X, S ( Y) are defined below: 

R = [0.7, 0.2, 0.5, 0.1, 0.8], S= 

	0.2
	0.1
	0.7
	0.3
	0.5
	0.4

	0.4
	0.7
	0.1
	0.1
	0.4
	0.6

	0.3
	0.8
	0.6
	0.1
	0.8
	0.3

	0.5
	0.1
	0.3
	0.1
	0.7
	0.3

	0.5
	0.4
	0.2
	0.1
	0.6
	0.5


Find the join R ( S of R and S. 

Find the composition R(S of R and S.

Problem 6.

Assume that Yong, Middle, Old are defined by membership functions given below:
[image: image1.jpg]



-  Find the membership function representing (Middle and not Old).

-  Find membership function (R(x,y) where R =  [Middle ( not Old] taking propositional calculus interpretation of R defined as A ( B = (A ( (A ( B).

