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(a) Lightweight deep networks because of limited storage and 
computational  abilities; 

(b) Real-time inferencing; 

(c) Learning from few samples; 

(d) Without keeping history samples: learning without using history 
samples; 

Requirements of computer vision systems for mobile applications:



1. Mixed Environment with Diverse Computational Abilities

Boris Murmann, Mixed-Signal Techniques for Embedded Machine Learning Systems, CVPR 2019
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2. Determining a lightweight network

(a) Designing a lightweight network such as MobileNet, 
SequeezeNet; 

(b) Using network compression to learn a lightweight network from 
a teacher network
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Song Han, Hardware Efficiency Aware Neural Architecture Search and Compression, CVPR 2019 
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Vivienne Sze, Balancing Efficiency and Flexibility for DNN Acceleration, CVPR 2019 
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3. Learning from few samples (few-shot learning)















Relation Network
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