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Two Huge Image Sources

• Social images such as Flickr images

• Web images such as Google images

How to harvest both social images and web images for computer vision tasks?



1. Research Motivation

» Number of objects and concepts could be 
large; 

» Learning complexity for some objects and 
concepts could be very high!

 Computer Vision Tasks: Why we need large-
scale labeled training images?

Labeling large-scale training images is label-intensive!



1. Research Motivation

• What Collaboratively-Tagged Images can do for us?

 They are sufficient to characterize the 
diverse visual properties of large 
amounts of objects and concepts;

 They can obtained easily by leveraging 
the collaborative efforts of Internet 
users.

Why not using collaboratively-tagged images for classifier training?



1. Research Motivation

• What are the problems of collaboratively-tagged 
images?

 Spam tags & junk images;

 Synonymous & Ambiguous tags; 

 Loose tags; 

We call such collaboratively-tagged images as weakly-tagged images!



1. Research Motivation

• What is the problem of classifier training algorithms?

 Inter-Task Correlation Exploration;

 Scalability with the number of objects and 
image concepts; 

 Discrimination power for visually-similar 
objects and image concepts. 



2. Image Crawling

• Flickr Images & Others

 Keywords for image crawling



2. Image Crawling

• Flickr Images & Others

 Images for each keyword

---5000 images and their tags and comments;

 Some of these 5000 images are junks;

 Some of these 1000 keywords are synonymous or ambiguous

These weakly-tagged images cannot directly be used for classifier training!

 Image & Tag Cleansing; 

 Classifier Training with noisy images



2. Image Crawling

• Multiple Information Sources



3.  Image Content Representation

• Multi-Resolution Image Grids

 Computational cost for feature extraction 

 Discrimination power of visual features for 
classifier training



3.  Image Content Representation

• Multi-Resolution Image Grids

 Object information characterization at 
certain accuracy; 

 Good trade-off between computational cost 
and accuracy. 



4.  Image Similarity Characterization

• Multi-Modal Visual Features & Mixture-of-Kernels



4.  Image Similarity Characterization

• Mixture-of-Kernels

 Image distributions under different feature 
subsets may have different statistical properties!

 One kernel cannot handle such diversity!



5.  Junk Image Filtering

• Positive Comments  vs. Negative Comments



6.  Visual Concept Network

• Kernel Canonical Correlation Analysis 
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6.  Visual Concept Network
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6.  Visual Concept Network
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6.  Visual Concept Network

• First-Order Nearest Neighbors



6.  Visual Concept Network

• First-Order Nearest Neighbors



6.  Visual Concept Network

• Why we need a visual concept network? 

 Inter-Related Learning Tasks, e.g., inter-
related objects and concepts; 

 Discrimination power of classifiers, e.g., if 
our classifiers can identify the visually-
similar objects and concepts, they will have 
better discrimination power. 



7.  Cross-Modal Tag Cleansing

• Synonymous Tags:  Visual Similarity



7.  Cross-Modal Tag Cleansing

• Ambiguous Tags:  Visual Diversity



8.  Inter-Related Classifier Training

• Which Object and Concepts are correlated?

Our visual concept network can provide a good environment for this task!



8.  Inter-Related Classifier Training

• How to model such inter-concept correlation?
----Structured Max-Margin Networking

 Support Vector Machine (SVM)

 Graphical Models such as CRF

----It is able to handle high-dimensional issue effectively, 
but it cannot model the inter-related structure!

----It is able to model the inter-related structure effectively, 
but it cannot handle high-dimensional issue!

Our learning situation is both high-dimension and correlation structure!



8.  Inter-Related Classifier Training

• How to model such inter-concept correlation?
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8.  Inter-Related Classifier Training

• How to model such inter-concept correlation?

Subject to: 



9.  Algorithm Evaluation

• Junk Image Filtering



9.  Algorithm Evaluation

• Inter-related Classifier Training



9.  Algorithm Evaluation

• Computational Cost for classifier training

 Our Algorithm

 GentleBoosting  

 Computational Cost for image classification

 Our Algorithm

 GentleBoosting  



Web Image Indexing

• Research Motivation

• Image and Auxiliary Text Extraction
– Image-Block Generation

– Image Clustering

• Automatic Image-Text Alignment
– Term-Image Relevance Estimation

– Term Correlation Network

– Relevance Refinement

• Evaluation



Research Motivation

• Leveraging large-scale web images with reliable labels for 
vision tasks 

– Most modern web-pages are composed by Images and 
auxiliary texts 

– Image labels can be learned from the auxiliary texts

• Challenges

– Most of text terms are weakly related or even irrelevant to 
the semantics of the web images in the same hosted 
webpage



Image-Text Alignment Framework



• Text-Image Alignment for Web Image Indexing

WWW2010, TPAMI2012



Image and Auxiliary Text Extraction

• Informative Image Extraction

– Plenty of “noise” images: navigation menus, advertisement 
images, snippet previews,…

– Still a open problem in the research community

• Method

– Aspect ratio ( >0.2 or <5 )

– Image size ( min(width, height) > 60 pixel)

– Not perfect but can produce satisfied results 

– Unsupervised and computationally efficient 



Image and Auxiliary Text Extraction

• Auxiliary text extraction

– The text content in a webpage is diverse and most of 
them are irrelevant to the images in the webpage

• Assumption: texts which are visually close to the web 
image are more likely to be related to the semantics of the 
image

• Webpage segmentation 

– Visually-based: precise but computationally expensive 

– DOM( Document Object Model) based: 
computationally efficient



Image and Auxiliary Text Extraction

• DOM-based region growing for most relevant text block(s) 
extraction

– the corresponding image node in the DOM-tree is set as 
the start point

– a upward growing search is performed until it reaches any 
text node

– the inner texts embedded in the text node(s)are extracted 
as the text block(s)



Image and Auxiliary Text Extraction

• Meta data embedded in html source

– Alternate text

– Image titles

– Image filename 

– Webpage title



Image Clustering

• Image as a bag of visual words

• Codebook

• Distance metric



Image Clustering

• Clustering method: Affinity propagation 

• Image pair wise similarity is taken as the 
negative distance between these two images

• Text blocks belong to the same image cluster 
are merged as a single joint text document 

• Text terms are extracted from this document 
using NLTK tool kit



Automatic Image-Text Alignment

• Term-Image relevance estimation

• Image clusters with ranked terms by 
relevance score



Automatic Image-Text Alignment

• Image clusters with ranked terms by relevance score



Term Correlation Network

• Terms are not alone but inter-related

– Multiple terms can have similar meaning

– Some terms can have multiple senses under 
different context

–

• Inter-term correlation characterization

– Term co-occurrences

– Semantic similarity from WordNet



Term Correlation Network

• Term co-occurrences

• Semantic similarity from WordNet

• Integration



Visualization of the term correlation network



Relevance Refinement

• Random walk over term correlation network

• Transmission matrix

• Random walk process



Refinement example



• Text-Image Alignment for Web Image Indexing

WWW2010, TPAMI2012

Near-duplicates share similar semantics!



Evaluation

• Data set

– 500, 000 web pages crawled from the Internet

– 5,000,000 informative image have been extracted 

– Randomly select 5,000 images for evaluation because of 
the computational cost consideration

• Evaluation metrics

– Accuracy rate



Results

• Effectiveness of image clustering and random walk for 
refinement 

• Average accuracy: without clustering = 0.5828; Without 
random walk = 0.6939; Integration = 0.7373



Results



Results



Results

• Compare with other image-text alignment model

• Models (both are supervised ones)

– Berg’s 

– Cross-media relevance model

• Each concept we randomly select 60% samples as training 
samples and the other as test 

• Our method was compared to the two methods on the test 
partion



Results

• Average accuracy: Berg’s = 0.2771; Relevance Model = 
0.3286; Our method = 0.8400


