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Generative Adversarial Nets,  NIPS 2014

GANs (Generative Adversarial Nets) simultaneously train two 
models: a generative model G that captures the data distribution, 
and a discriminative model D that estimates the probability that a 
sample came from the training data rather than G. 

The training procedure for G is to maximize the probability of D 
making a mistake. This framework corresponds to a minimax two-
player game. In the space of arbitrary functions G and D, a unique 
solution exists, with G recovering the training data distribution and D 
equal to 1/2 everywhere. In the case where G and D are defined by 
multilayer perceptrons, the entire system can be trained with 
backpropagation. There is no need for any Markov chains or unrolled 
approximate inference networks during either training or generation 
of samples. 
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UNSUPERVISED REPRESENTATION LEARNING WITH DEEP CONVOLUTIONAL GENERATIVE 
ADVERSARIAL NETWORKS, ICLR 2016

DCGAN generator used for LSUN scene modeling. A 100 dimensional uniform 
distribution Z is projected to a small spatial extent convolutional representation 
with many feature maps. A series of four fractionally-strided convolutions (in some 
recent papers, these are wrongly called deconvolutions) then convert this high 
level representation into a 64 × 64 pixel image. Notably, no fully connected or 
pooling layers are used.
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Generated bedrooms after one training pass through the dataset. Theoretically, the 
model could learn to memorize training examples, but this is experimentally unlikely 
as we train with a small learning rate and minibatch SGD. We are aware of no prior 
empirical evidence demonstrating memorization with SGD and a small learning rate.



Generated bedrooms after five epochs of training. There appears to be evidence of 
visual under-fitting via repeated noise textures across multiple samples such as the 
base boards of some of the beds.
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