Rosetta – Method based on Prime Implicants (Skowron)

Problem:  Find all coverings of   f   in Table 1 below using Rosetta algorithm.

	
	a
	b
	c
	d
	f

	x1
	0
	L
	0
	L
	0

	x2
	0
	R
	1
	L
	1

	x3
	0
	L
	0
	L
	0

	x4
	0
	R
	1
	L
	1

	x5
	1
	R
	0
	L
	2

	x6
	1
	R
	0
	L
	2

	x7
	2
	S
	2
	H
	3

	x8
	2
	S
	2
	H
	3


Table 1

Discernibility Matrix

	x1
	
	
	
	
	
	
	
	

	x2
	bc
	
	
	
	
	
	
	

	x3
	-
	bc
	
	
	
	
	
	

	x4
	bc
	-
	bc
	
	
	
	
	

	x5
	ab
	ac
	ab
	ac
	
	
	
	

	x6
	ab
	ac
	ab
	ac
	-
	
	
	

	x7
	abcd
	abcd
	abcd
	abcd
	abcd
	abcd
	
	

	x8
	abcd
	abcd
	abcd
	abcd
	abcd
	abcd
	-
	

	
	x1
	x2
	x3
	x4
	x5
	x6
	x7
	x8


The way the Discernibility Matrix is built, is:

Step 1. Create a grid

1.1. We write the objects x1, x2, x3, … as shown in the original table – Table 1 (vertically, to the left). 
1.2. Next, we write the same objects  x1, x2, x3, … horizontally, to the bottom. 

1.3. Finally, we draw a grid / spreadsheet by connecting the vertical and horizontal objects x1, x2, x3, …  , and cross the grid out through the middle starting from top left to bottom right.

Step 2.  Fill in the grid

2.1. We start with the first block from the grid, which is not crossed out – that is the one connecting x2 to the left, and x1 to the bottom (shown in blue above).  Since we are looking for coverings of   f    (we will consider that our decision attribute),  we look in  Table 1 above, and check to see whether the objects  x2  and  x1  differ on the value of   f    (shown in blue in Table 1)


2.1.a.  if No,  we place a dash  -   in that block

2.1.b. if Yes, then we start checking whether the objects  x2  and  x1  differ on the value of all the rest of the attributes  (in our case:  a, b, c, d).

· If No, then we do nothing

· If Yes, then we write that attribute in the block we are currently considering

So, for attribute   a   the value of object  x2  is  0. The value  of object  x1  is  0 as well.  They do not differ, so we do nothing. 

For attribute   b   the value of object  x2  is  R. The value of object x1  is  L.   (shown in green in Table 1)  They differ, so we write the attribute   b   in the block we are currently considering. 

For attribute   c   the value of object  x2  is  1. The value of object  x1  is   0.   (shown in red in Table 1)   They differ, so we write the attribute   c   in the block we are currently considering. 

Fro attribute   d   the value of object   x2   is  L. The value of object   x1  is  L  as well. They do not differ, so we do nothing.
So, after we checked all attributes, what we wrote in the block we are currently considering is   bc  .

2.2. We repeat Step 2.1. for all blocks below the diagonal line in the grid.
Discernibility Function:

f(a, b, c, d) = 

(b + c) (a + b) (a + b + c + d) (a + c) =




(ba + ca + cb) (a + c) = 




ba + bac + ca + cba + cb =




ba + ca + cb

Possible coverings:
{b, a}, 
{c, a},
{c, b}

To find the coverings of   f   we write a discernibility function, based on the discernibility matrix  we built in the previous step.  The way the discernibility function is calculated is:

Step 1. We check all blocks, which we filled in our grid, and determine what are all the different values  (attribute combinations)  that we have recorded.  In our case, we see they are:   bc,   ab,   ac,  abcd.  Some of them may be repeating / listed more than once in the grid.

Step 2.  We write those attribute combinations by placing each one in braces, and placing a +  sign between the attributes.  So, for   bc   we will write:   (b + c).  Therefore, we get:

f(a, b, c, d) = 

(b + c) (a + b) (a + b + c + d) (a + c)

This is called disjunctive normal form (DNF).

Step 3.   Simplify by leaving the more general combinations only.

(See the diagram in the lecture on LERS, Step 4. Note, for reference). We recall that   a^b  (which is the same as    ab    a*b   and   a(b)  is more general than   a^b^c  , because   a^b  includes  a^b^c. Because of that, if we have both    a^b    and   a^b^c   listed, then we can get rid of  a^b^c.

In our case, we have:    (b + c) (a + b) (a + b + c + d) (a + c)   . So, since we have both  b^c  and   a^b^c^d  listed, then we can get rid of    a^b^c^d.   And, we get this:

f(a, b, c, d) = 

(b + c) (a + b) (a + c)

Step 4.   Convert from  disjunctive normal form (DNF)  to  conjunctive normal form  (CNF). This means, replace the multiplication with summation. From basic algebra equations, we recall that we need to multiply each one with each:

For example,  (b + c) (a + b)   will become   ba + bb + ca + cb  . Now, from our set theory we recall that we cannot have   bb   (b repeating). Therefore, we omit that. So, we get:    ba + ca + cb  . 


Therefore, our equation becomes:

             f(a, b, c, d) = 

(b + c) (a + b) (a + c) =





(ba + ca + cb) (a + c) = 

We continue multiplying each one with each, omitting the repeating ones, and so we get:

             f(a, b, c, d) = 

(b + c) (a + b) (a + c) =





(ba + ca + cb) (a + c) = 

ba + bac + ca + cba + cb =

We recall from set theory lecture that {b,a,c} = {c,b,a} = {a,b,c}  so,  bac  and cba  are the same thing; and, we can get rid of  one of them  -  we cross  cba .
At this time, we can simplify again by following the method from Step 3.  We see that, we have  both   ba    and   bac   listed.   Therefore, we can get rid of   bac.   So, we get:

             f(a, b, c, d) = 

(b + c) (a + b) (a + c) =





(ba + ca + cb) (a + c) = 

ba + bac + ca + cba + cb =

ba + ca + cb

Step 5.  List the coverings
Based on the result from our equation, we see the coverings are:

Possible coverings:
{b, a}, 
{c, a},
{c, b}
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