Computing Association Rules Agrawal Method - Example

AR(s, c) – set of all association rules with minimum support  s  and minimum 

confidence  c.  s   and   c    are the thresholds specified by user. 

Example 1.

Set of transactions:

(a1, a2, a3, a4)






(a1, a4, a5, a6)






(a1, a2, a4, a7)






(a2, a3, a4, a7)






(a2, a3, a5, a6)




Find AR(3, 50%).

Solution:

-------------------------

A. Generate Frequent Item-Sets

Step 1. First, we count the number of times each element, such as   a1  occurred in the transactions. 

1.1.  to make it easer to count, we may re-write the transactions so that only element a1 is in column 1, only element a2 is in column 2, only element a3 is in column 3, and so on.

Column

   1    2    3    4    5    6   7

(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


Counting  a1
(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


a1  happened – 3 times

Counting next element  a2
(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)

a2  happened – 4 times
Counting next element  a3
(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


a3  happened – 3 times

Counting next element  a4
(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


a4  happened – 4 times
Counting next element  a5
(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


a5  happened – 2 times. Therefore, we are not interested in  a5  since we are looking for support greater than  3  (looking for AR(3, 50%) ).

Counting next element  a6
(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


a6  happened – 2 times. Therefore, we are not interested in  a6  since we are looking for support greater than  3  (looking for AR(3, 50%) ).
Counting next element  a7
(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)

a7  happened – 2 times. Therefore, we are not interested in  a7  since we are looking for support greater than  3  (looking for AR(3, 50%) ).
In summary, this is what we found in Step 1.:

	Single Element Set
	Support
	Not Good

	{a1}
	3
	

	{a2}
	4
	

	{a3}
	3
	

	{a4}
	4
	

	{a5}
	2
	X

	{a6}
	2
	X

	{a7}
	2
	X


a1 – 3 times

a2 – 4 times

a3 – 3 times

a4 – 4 times

i.e.

Step 2. Next, we count the number of times each 2-element set occurred. We only consider the ones from the summary table above, which are good. (we do not consider a5 for example, because if a5 only occurred 2 times, then obviously {a1, a5} will not occur more than 2 times).

2.1. So, we create all the 2-element set combinations (combine each with each, for example a1 with a2; a1 with a3; and so on) from the single elements, which are good (in the table above)

	2-Element Set
	Support

	{a1, a2}
	

	{a1, a3}
	

	{a1, a4}
	

	{a2, a3}
	

	{a2, a4}
	

	{a3, a4}
	



2.2. Next, we start counting:

Counting   {a1, a2}

(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


{a1, a2}  happened – 2 times. Therefore, we are not interested in  {a1, a2}  since we are looking for support greater than  3  (looking for AR(3, 50%) ).

Counting  {a1, a3}

(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


{a1, a3}  happened – 1 time. Therefore, we are not interested in  {a1, a3}  since we are looking for support greater than  3  (looking for AR(3, 50%) ).
Counting  {a1, a4}

(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


{a1, a4}  happened – 3 times.

Counting  {a2, a3}

(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


{a2, a3}  happened – 3 times.

Counting  {a2, a4}

(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


{a2, a4}  happened – 3 times.

Counting  {a3, a4}

(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


{a3, a4}  happened – 2 times. Therefore, we are not interested in  {a3, a4}  since we are looking for support greater than  3  (looking for AR(3, 50%) ).

In summary, this is what we found in Step 2. 
	2-Element Set
	Support
	Not Good

	{a1, a2}
	2
	X

	{a1, a3}
	1
	X

	{a1, a4}
	3
	

	{a2, a3}
	3
	

	{a2, a4}
	3
	

	{a3, a4}
	2
	X


{a1, a4} – 3 times

{a2, a3} – 3 times

{a2, a4} – 3 times
i.e.

Step 3.  Next, we count the number of times each 3-element set occurred. We only consider the ones from the summary table above, which are good. (we do not consider {a1, a2} for example, because if {a1, a2} only occurred 2 times, then obviously 

{a1, a2, a3} will not occur more than 2 times).

3.1.  So, we create all the 3-element set combinations (combine each with each, for example {a1, a4} with {a2, a4}; {a2, a3} with {a2, a4}; and so on) from the 
2-element sets, which are good (in the table above)

	3-Element Set
	Support

	{a1, a2, a4}
	

	{a2, a3, a4}
	



3.2. Next, we start counting:

Counting   {a1, a2, a4}

(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


{a1, a2, a4}  happened – 2 times. Therefore, we are not interested in  {a1, a2, a4}  since we are looking for support greater than  3  (looking for AR(3, 50%) ).

Counting  {a2, a3, a4}

(a1, a2, a3, a4)






(a1,             a4, a5, a6)






(a1, a2,       a4,             a7)






(      a2, a3, a4,             a7)






(      a2, a3,       a5, a6)


{a2, a3, a4}  happened – 2 times. Therefore, we are not interested in  {a2, a3, a4}  since we are looking for support greater than  3  (looking for AR(3, 50%) ).

In summary, this is what we found in Step 3.
	3-Element Set
	Support
	Not Good

	{a1, a2, a4}
	2
	X

	{a2, a3, a4}
	2
	X


Step 4.  Next, we count the number of times each 4-element set occurred. We only consider the ones from the summary table above, which are good. (we do not consider {a1, a2, a4} for example, because if {a1, a2, a4} only occurred 2 times, then obviously 

{a1, a2, a3, a4} will not occur more than 2 times).

4.1.  So, we create all the 4-element set combinations (combine each with each, for example {a1, a2, a4} with {a1, a2, a4}) from the 3-element sets, which are good (in the table above). However, we notice that there are no good 3-element sets. Therefore, the algorithm stops generating frequent item-sets here.

In summary, these are the frequent item-sets we found:

	Frequent Item-Set
	Support
	Not Good

	{a1}
	3
	

	{a2}
	4
	

	{a3}
	3
	

	{a4}
	4
	

	{a5}
	2
	X

	{a6}
	2
	X

	{a7}
	2
	X


	{a1, a2}
	2
	X

	{a1, a3}
	1
	X

	{a1, a4}
	3
	

	{a2, a3}
	3
	

	{a2, a4}
	3
	

	{a3, a4}
	2
	X


	{a1, a2, a4}
	2
	X

	{a2, a3, a4}
	2
	X


The item-sets, which have support  3  are considered frequent, since are looking for 

AR(3, 50%).

B. Generate Association Rules from the Frequent Item-Sets

Step 1. As explained in the previous lecture, the rules take the form of   if   then   statements. For example,  if  a   then  b. The implication sign  (  is used to denote the  if   then.  For example,  a ( b  means  if  a   then  b.

1.1. So, we need at least 2-element sets in order to generate rules. Therefore, we start creating rules from each 2-element set, which is good, in the table above.

( We recall from the Intro to Set Theory lecture that the elements of a set do not have an ordering. For example, {a,b,c} = {b,c,a} = {a,c,b}. Therefore, from each 2-element set, we get 2 rules. )



From  {a1, a4}

a1 ( a4
(3, 3/3 = 100%)

a4 ( a1
(3, 3/4 = 75%)

From  {a2, a3}

a2 ( a3
(3, 3/4 = 75%)

a3 ( a2
(3, 3/3 = 100%)

From  {a2, a4}

a2 ( a4
(3, 3/4 = 75%)

a4 ( a2
(3, 3/4 = 75%)

* Note: if the confidence is smaller than 50%, then the rule is no good, since we are looking for AR(3, 50%).

In summary these are the association rules, which belong to AR(3, 50%), that we found:

	Rule
	Support
	Confidence

	a1 ( a4
	3
	100%

	a4 ( a1
	3
	75%

	a2 ( a3
	3
	75%

	a3 ( a2
	3
	100%

	a2 ( a4
	3
	75%

	a4 ( a2
	3
	75%


Confidence, of the rule is equal to  sup({a1,a4})/sup({a1}) . That is support of {a1,a4}  (i.e. the number of times a1 and a4 happened together in the transactions)  divided by the support of  {a1}  (element on the left hand side of the rule)





Support of the rule is equal to support of {a1, a4}  (i.e. the number of times a1 and a4 happened together in the transactions)
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